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**Abstract**

Memristors, resistors with memory whose outputs depend on the history of their inputs, have been used with success in neuromorphic architectures, particularly as synapses and non-volatile memories. However, to the best of our knowledge, no model for a network in which both the synapses and the neurons are implemented using memristors has been proposed so far. In the present work we introduce models for single and multilayer perceptrons based exclusively on memristors. We adapt the delta rule to the memristor-based single-layer perceptron and the backpropagation algorithm to the memristor-based multilayer perceptron. Our results show that both perform as expected for perceptrons, including satisfying Minsky–Papert’s theorem. As a consequence of the Universal Approximation Theorem, they also show that memristors are universal function approximators. By using memristors for both the neurons and the synapses, our models pave the way for novel memristor-based neural network architectures and algorithms. A neural network based on memristors could show advantages in terms of energy conservation and open up possibilities for other learning systems to be adapted to a memristor-based paradigm, both in the classical and quantum learning realms.

© 2019 Elsevier Ltd. All rights reserved.

1. Introduction

The perceptron, introduced by Rosenblatt (1958), was one of the first models for supervised learning. More generally, artificial neural networks such as the multilayer perceptron (MLP) have proven extremely useful in solving a wide variety of problems (Devlin et al., 2014; Erkal, Chawla, Stoecker, Lee, & Moss, 1994; Rowley, Baluja, & Kanade, 1998), but they have thus far mostly been implemented in digital computers. This means that we are not profiting from some of the advantages that these networks could have over traditional computing paradigms, such as very low energy consumption and massive parallelization (Jain, Mao, & Mohiuddin, 1996). Keeping these advantages is, of course, of utmost interest, and this could be done if a physical neural network was used instead of a simulation on a digital computer. In order to construct such a network, a suitable building block must be found, with the memristor being a good candidate due to its memory and inherent non-linearity.

Besides these energy considerations, exploring the fact that MLPs are universal function approximators, i.e. they can approximate any smooth function to arbitrary accuracy (Cybenko, 1989), our proposal of MLPs based only on memristors implies that memristive circuits are also universal function approximators.

Memristive behaviours were observed as early as 1968 (Argall, 1968), but the first time the connection was made between such behaviours and the theoretical formulation of memristors was in 2008 at HP Labs (Strukov, Snider, Stewart, & Williams, 2008), which led to a new boom in memristor-related research (Pordomakis & Toumazou, 2010). In particular, there have been proposals of how memristors could be used in Hebbian learning systems (Pershin & Di Ventra, 2010), in the simulation of fluid-like integro-differential equations (Barrios, Retamal, Solano, & Sanz, 2019), in the construction of digital quantum computers (Pershin & Di Ventra, 2012) and of how they could be used to implement non-volatile memories (Ho, Huang, & Li, 2009).

The pinched current–voltage hysteresis loop inherent to memristors endows them with intrinsic memory capabilities, leading
to the belief that they might be used as a building block in neural computing architectures (Traversa & Di Ventra, 2015; Yang, Strukov, & Stewart, 2013). Furthermore, the relatively small dimension of memristors, the fact that they can be laid out in a very dense manner and their non-volatile nature may lead to highly parallel, energy efficient neuromorphic hardware (Indiveri, Linares-Barranco, Legenstein, Deligeorgis, & Prodromakis, 2013; Jeong, Kim, Kim, Choi, & Hwang, 2016; Strachan, Torrezan, Medeiros-Ribeiro, & Williams, 2011; Taha, Hasan, Yakopcic, & McLean, 2013).

The possibility of using memristors as synapses in neural networks has been extensively studied (Adhikari, Yang, Kim, & Chua, 2012; Bayat, Prezioso, Chakrabarti, Kataeva, & Strukov, 2017; Demin et al., 2015; Duan, Hu, Dong, Wang, & Mazumder, 2015; Emelyanov et al., 2016; Hasan & Taha, 2014; Negrov et al., 2017; Prezioso et al., 2015; Soudry, Di Castro, Gal, Kolodny, & Kvatinsky, 2015; Wang, Duan, & Duan, 2013; Wen, Xie, Yan, Huang, & Zeng, 2018; Wu, Wen, & Zeng, 2012; Yakopcic & Taha, 2013), with two major architectures being put forward, one based on memristor crossbars and another on memristor arrays. Despite all these results, and to the best of our knowledge, all existent proposals use memristors exclusively as synapses, with the networks’ neurons being implemented by some other device. The main goal of this work is thus to introduce a memristor-based perceptron, i.e., a single-layer perceptron (SLP) in which both synapses and neurons are built from memristors. It will be generalized to a memristor-based multilayer perceptron (MLP) and we will also introduce learning rules for both perceptrons, based on the delta rule for the SLP, and on the backpropagation algorithm for the MLP.

Recently the universality of memristors has been studied for Boolean functions (Lehtonen, Poikonen, & Laiho, 2010) and as a memcomputing equivalent of a Universal Turing Machine (Universal Memcomputing Machine (Traversa & Di Ventra, 2015)). However, to the best of our knowledge, it has not yet been shown that the memristor is a universal function approximator. This result will come as a consequence of the introduction of the aforementioned memristor-based MLP.

2. The memristor as a dynamical system

In general, a current-controlled memristor is a dynamical system whose evolution is described by the following pair of equations (Chua, 1971)

\[
\begin{align*}
V &= R(\gamma, I) I, \quad (a), \\
\gamma &= \tilde{f}(\gamma, I), \quad (b).
\end{align*}
\]

The first one is Ohm’s law and relates the voltage output of the memristor \( V \) with the current input \( I \) through the memristance \( R(\gamma, I) \), which is a scalar function depending both on \( I \) and on the set of the memristor’s internal variables \( \gamma \). This dependence of the memristance on the internal variables induces the memristor’s output dependence on past inputs, i.e., this is the mechanism that endows the memristor with memory. The second equation describes the time-evolution of the memristor’s internal variables by relating their time derivative, \( \dot{\gamma} \), to an \( n \)-dimensional vector function \( \tilde{f}(\gamma, I) \), depending on both previous values of the internal variables and the input of the memristor.

2.1. Memristor-based single-layer perceptron

Our goal is to implement a perceptron and an adaptation of the delta rule to train it using only a memristor. To this end, we use the memristor’s internal variables to store the SLP’s weights and the learning rate, a hyperparameter controlling how much the weights of the network are adapted with respect to the gradient of the cost function. Eq. (1b) allows us to control the evolution of the memristor’s internal variables and implement a learning rule. If, for example, we want to implement a SLP with two inputs we need a memristor with four internal variables, two of them to store the weights of the connections between the inputs and the SLP, a third one to store the SLP’s bias weight and another for the learning rate. An equivalent memristor with four internal variables can be obtained by coupling memristors whose behaviours are described by fewer internal variables. An in-depth explanation of how this can be done is given in Barrios et al. (2019), particularly in section Equivalent Memristors for Enhancing Simulations.

Let us then consider a memristor with four internal state variables, from now on labelled by \( \gamma = (\gamma_1, \gamma_2, \gamma_3, \gamma_4) \). It could be difficult to externally control multiple internal variables. However, a possible solution is to use several memristors with the chosen requirements and with an externally controlled internal variable each.

In order to understand the form of these functions, we must remember that we expect different behaviours from the perceptron depending on the stage of the algorithm. In the forward propagation stage, the weights must remain constant to obtain the output for a given input. In this phase the internal variables must not change. On the other hand, in the backpropagation stage, we want to update the perceptron’s weights by changing the internal variables. However, it may happen that the update is

---

**Algorithm 1 Delta rule for Single-layer Perceptron**

**Initialization**

Set the bias current \( I_b \) to 0.

Initialize the weights \( w_1, w_2, w_b \).

Set the internal state variables \( \gamma_1, \gamma_2, \gamma_3 \) to \( w_1, w_2 \) and \( w_b \), respectively.

**for** \( d \) in data **do**

**FORWARD PASS**

Compute the net input to the perceptron:

\[
I = w_1 x_1 + w_2 x_2. \tag{2}
\]

Compute the perceptron’s output:

\[
V = g(I, \gamma_1, \gamma_2, \gamma_3). \tag{3}
\]

**BACKWARD PASS**

Compute the difference \( \Delta \) between the target output and the actual output:

\[
\Delta = T - V. \tag{4}
\]

Compute the derivative of the activation function with respect to the net input, \( g' \).

**for** \( i \) in internal variables **do**

if \( \Delta \geq 0 \) then

Set the bias \( I_b = I_{\gamma_i} \).

else

Set the bias \( I_b = -I_{\gamma_i} \).

**end if**

Update \( \gamma_i \) by inputting \( I = \Delta x g' + I_b \).

**end for**

Update the weights by setting them to the updated values of the internal state variables.

Set the bias \( I_b = 0 \).

**end for**
different for each of the weights, so we need to be able to change only one of the internal variables without affecting the others.

There are thus three different possible scenarios in the backpropagation stage: we want to update \( \gamma_1 \), while \( \gamma_2 \) and \( \gamma_3 \) should not change; we want to update \( \gamma_2 \), while \( \gamma_1 \) and \( \gamma_3 \) should not change, and we want to update \( \gamma_3 \), while \( \gamma_1 \) and \( \gamma_2 \) should not change. To conciliate this with the fact that a memristor takes only one input, we propose the use of threshold-based functions, as well as a bias current \( I_b \), for the evolution of the internal variables

\[
V(t) = g(I, \gamma_1, \gamma_2, \gamma_3, \gamma_4).
\]

\[
\dot{\gamma}_i = (1 - I_b) \left( \theta(I - I_{\gamma_i}) - \theta(I - (I_{\gamma_i} + a)) \right) + (I + I_b) \left( \theta(-I - I_{\gamma_i}) - \theta(-I - (I_{\gamma_i} + a)) \right),
\]

where \( g \) is an activation function, \( \theta \) is the Heaviside function, \( I_{\gamma_i} \) is the threshold for the internal variable \( \gamma_i \) and \( a \) is a parameter that determines the dimension of the threshold, i.e., the range of current values for which the internal variables are updated. The first term of the update function can only be non-zero if the input current is positive, whereas the second term can only be non-zero if the input current is negative, allowing us to both increase and decrease the values of the internal variables. If \( I_{\gamma_1} \), \( I_{\gamma_2} \) and \( I_{\gamma_3} \) are sufficiently different from each other and from zero, we can reach the correct behaviour by choosing the memristor’s input appropriately. The thresholds and the \( a \) parameter are thus hyperparameters that must be calibrated for each problem. In the aforementioned construction in which our memristor with three internal variables is constructed as an equivalent memristor, we can also use an external current or voltage control to keep the internal variable fixed. In fact, this is how it is usually addressed experimentally (Budhathoki, Sah, Adhikari, Kim, & Chua, 2013; Xia et al., 2009; Yang et al., 2013; Yu, Lu, Liang, Fernando, & Chua, 2015). Therefore, we can assume that this construction is possible. It is important to note that, in an experimental implementation, this threshold system does not need to be based on the input currents. It can, for instance, be based on the use of signals of different frequencies for each of the internal variables or in the codification of the signals meant for each of the internal variables in AC voltage signals.

We are now ready to present a learning algorithm for our SLP based on the delta rule, which is described in Algorithm 1. In case one wants to generalize this procedure to an arbitrary number of inputs \( n \), this can be trivially achieved by using a memristor with \( n + 2 \) internal variables and adapting Algorithm 1 accordingly.

### 2.2. Memristor-based multilayer perceptron

In this model, memristors are used to emulate both the connections and the nodes of a MLP. In principle, the nodes could be emulated by non-linear resistors, but using memristors allows us to take advantage of their internal variable to implement a bias weight, which in some cases proves fundamental for a successful network training.

The equations describing the evolution of the memristor at each node in this model are the same as in the seminal HP Labs paper (Strukov et al., 2008). We have chosen the experimentally tested set

\[
V(t) = \left( R_{ON} \frac{\gamma(t)}{D} + R_{OFF} \left( 1 - \frac{\gamma(t)}{D} \right) \right) I(t),
\]

\[
\dot{\gamma} = \begin{cases} 
\mu V - \frac{R_{ON}}{D} l(t) - I_{\gamma}, & \text{if } \mu V - \frac{R_{ON}}{D} l(t) > I_{\gamma}, \\
0, & \text{o.w.}
\end{cases}
\]

Here, \( R_{ON} \) and \( R_{OFF} \) are, respectively, the doped and undoped resistances of the memristor, \( D \) and \( \mu V \) are physical memristor parameters.
parameters, namely the thickness of its semiconductor film and its average ion mobility, and \( I_w \) is a threshold current playing the same role as the \( I_D \) in the model for the memristor-based SLP introduced above. Eq. (7) can be approximated by

\[
V(t) = R_{OFF} \left( 1 - \frac{\gamma(t)}{D} \right) I(t),
\]

(12)
since we have that \( \frac{R_{ON}}{R_{OFF}} \approx \frac{1}{10^6} \). If, for instance, we impose a constant current input \( I_0 + I_t \) to the memristor and we integrate Eq. (8), we get:

\[
\gamma(t) = \frac{R_{ON}}{D} I_0 t.
\]

(13)

Subbing this equation back into Eq. (7):

\[
V(t) = R_{OFF} \left( 1 - \frac{\mu V R_{ON}}{D^2} I_0 t \right) I_0
\]

(14)

For the memristor described in Strukov et al. (2008), we have \( D \approx 10^{-8}, \mu V \approx 10^{-14} \) and \( R_{ON} \approx 1 \), all in SI units. It thus follows that \( \mu V R_{ON}/D^2 \approx 100 \), so we can approximate the above equation to obtain:

\[
V(t) \approx \frac{\mu V R_{ON} R_{OFF}}{D^2} I_0 t.
\]

(15)

This finally leads us to the desired relation between voltage output and current input:

\[
V(t) \propto -I^2 t.
\]

(16)

It is then possible to implement non-linear activation functions starting from Eq. (7), which is an important condition for the universality of neural networks (Hornik, 1991).

In deriving this result, we have made some assumptions on the parameters describing the memristor. These assumptions are correct for the memristor presented in Strukov et al. (2008), but as we have discussed, there is an extensive literature on memristors, with a wide range of physical parameter values. However, one can couple memristors to obtain an effective or equivalent memristor with any parameters one desires. This can be seen in detail in Barrios et al. (2019), particularly in the section entitled Equivalent memristors for enhancing simulations. Taking this into account, it becomes clear that the assumptions we made do not jeopardize the applicability of our models.

Looking now at synaptic memristors, their evolution is described by

\[
V(t) = \gamma(t) I(t),
\]

(17)

\[
\dot{\gamma} = \left( \mu V \frac{R_{ON}}{D} I(t) - I_w \right) \theta \left( \mu V \frac{R_{ON}}{D} I(t) - I_w \right).
\]

(18)

In synaptic memristors, the internal variable \( \gamma \) is used to store the weight of the respective connection, whereas in node memristors the internal variable is used to store the node’s bias weight.

As explained before, the node memristors are chosen to operate in a non-linear regime, which allows us to implement non-linear activation functions. On the other hand, we choose a linear regime for synaptic memristors, which allows us to emulate the multiplication of weights by signals. It is important to note that this does not imply that different memristors must be used. In fact, these different behaviours can be attained by coupling memristors, with the result being an equivalent composite memristor with another behaviour. This process is detailed in section Equivalent Memristors For Enhancing Simulations of Barrios et al. (2019).

It must be mentioned that Eq. (8) is only valid for \( \gamma \in [0, D] \). If we were to store the network weights in the internal variables using only a rescaling constant \( A \), i.e., \( w = A \gamma \), then the weights would all have the same sign. Although convergence of the standard backpropagation algorithm is still possible in this case (Dickey & DeLaurentis, 1993), it is usually slower and more difficult, so it is convenient to redefine the variable (Strukov et al., 2008) \( D \rightarrow D' \) so that the interval of the internal variable in which Eq. (8) is valid becomes \([-D'/2, D'/2] \). Using a rescaling constant \( B \), the network weights can then be in the interval \([-BD'/2, BD'/2] \).

The new learning algorithm is an adaptation of the backpropagation algorithm, chosen due to its widespread use and robustness. In our case, the activation function of the neurons is the function that relates the output of a node memristor with its input, as seen in Eq. (7). The local gradients of the output layer and hidden layer neurons are respectively given by:

\[
\text{Output: } \delta_k = T_k \phi' \left( \sum_i V_{ik} \right), \quad \text{(a)}
\]

\[
\text{Hidden: } \delta_k = \phi' \left( \sum_i V_{ik} \right) \sum_j \delta_j w_{kj}, \quad \text{(b)}
\]

(19)

In Eq. (19a), \( T_k \) targets the output for neuron \( k \) in the output layer. In Eqs. (19a) and (19b), \( \phi' \) is the derivative of the neuron’s activation function with respect to the input to the neuron \( \sum_i V_{ik} \). Finally, in Eq. (19b), the sum \( \sum_j \delta_j w_{kj} \) is taken over the gradients of all neurons \( j \) in the layer to the right of the neuron that are connected to it by weights \( w_{kj} \). The update to the bias weight of a node memristor is given by:

\[
\Delta w_k = \eta \delta_k,
\]

(20)

where \( \eta \) is the learning rate. The connection weight \( w_{ij} \) is updated using \( \Delta w_{ij} = \eta \delta_i V_j \), where \( \delta_i \) is the local gradient of the neuron to the right of the connection, and \( V_j \) is the output of the neuron to the left of the connection.

We count now with all necessary elements to adapt the backpropagation algorithm for our memristor-based MLP, as described in Algorithm 2.

3. Simulation results

In order to test the validity of our SLP and MLP, we tested their performance on three logical gates: OR, AND and XOR. The first two are simple problems which should be successfully learnt by SLP and MLP, whereas only the MLP should be able to learn the XOR gate, due to Minsky–Papert’s theorem.

The Glorot weight initialization scheme (Glorot & Bengio, 2010) was used for all simulations, as it has been shown to bring faster convergence in some problems when compared to other initialization schemes. In this scheme the weights are initialized according to \( I(\sqrt{\frac{6}{n_{in}+n_{out}}}) \), where \( n_{in} \) and \( n_{out} \) are the number of neurons in the previous and following layers, respectively. The data sets used contain 100 randomly generated labelled elements, which were shuffled for each epoch, and the cost function is:

\[
E = \frac{1}{2} (T - O)^2,
\]

(21)

where \( T \) is the target output and \( O \) the actual output.

3.1. Single-layer perceptron simulation results

For the SLP, a learning rate of 0.1 was used for all tested gates, a value set by trial and error. The metric we used to evaluate the evolution of the network’s performance on a given problem was its total error over an epoch, which is given by Eq. (22).

\[
E_{total} = \sum_j E_j = \frac{1}{2} \sum_j (T_j - O_j)^2,
\]

(22)
where the sum is taken over all elements in the training set. In Fig. 1, the evolution of the total error over 1000 epochs, averaged over 100 different realizations of the starting weights, is plotted.

We observe that our SLP successfully learns the gates OR and AND, with the total error falling to 0 within 200 epochs, as expected from a SLP. However, the total error of our SLP for the XOR gate does not go to zero, which means that it is not able to learn this gate, in accordance with Minsky–Papert’s theorem.

### 3.2. Multilayer perceptron simulation results

The structure of the network was chosen following Walczak and Cerpa (1999). There, a network with one hidden layer of two neurons is recommended for the case of two inputs and one output. As noted in Walczak and Cerpa (1999), networks with only one hidden layer are capable of approximating any function, although in some problems, adding extra hidden layers improves the performance. However, the results obtained by employing only one hidden layer are satisfactory, thus there is no need for a more complex network structure. There is also the matter of how many neurons must be employed in the hidden layer. In this case, there is a trade-off between speed of training and accuracy. A network with more neurons in the hidden layer counts with more free parameters, so it will be able to output a more accurate fit, but at the cost of a longer time required to train the network. A rule of thumb for choosing the number of neurons in the hidden layer is to start with an amount that is between the number of inputs and the number of outputs and adjust according to the results obtained. This leads to two neurons for the hidden layer and, similarly to what happened with the number of hidden layers, the results obtained using two neurons in the hidden layer are sufficiently accurate, so there was no need to try other structures. The learning rates used, which we have chosen through trial and error, are 0.1 for the OR and AND gates, and 0.01 for the XOR gate. In Fig. 2, the evolution of the total error over 1000 epochs, averaged over 100 different realizations of the starting weights, is plotted.

As was the case for our SLP, our MLP successfully learns the OR and AND gates. In fact, it is able to learn them faster than our SLP, which is a consequence of the larger number of free parameters. Additionally, it is able to learn the XOR gate, indicating that it behaves as well as a regular MLP.

In summary, both memristor-based perceptrons behave as expected. Our SLP is able to learn the OR and AND gates, but not the XOR gate, so it is limited to solving linearly separable problems, just as any other single-layer neural network. However, our MLP is not subject to such a limitation and it is able to learn all three gates.

### 4. Conclusion

In this paper, we introduced models for single and multilayer perceptrons based exclusively on memristors. We provided learning algorithms for both, based on the delta rule and on the backpropagation algorithm, respectively. Using a threshold-based system, our models are able to use the internal variables of memristors to store and update the perceptron’s weights. We also ran simulations of both models, which revealed that they behaved as expected, and in accordance with Minsky–Papert’s theorem. Our memristor-based perceptron models have the same capabilities of regular perceptrons, thus showing the feasibility and power of a neural network based exclusively on memristors.

To the best of our knowledge, our neural network models are the first ones in which memristors are used as both the neurons and the synapses. Due to the Universal Approximation Theorem for multilayer perceptrons, this implies that memristors are universal function approximators, i.e., they can approximate any smooth function \( f : \mathbb{R}^n \to \mathbb{R}^m \) to arbitrary accuracy, which is a novel result in their characterization as devices for computation.

Our models also pave the way for novel neural network architectures and algorithms based on memristors. As previously discussed, such networks could show advantages in terms of energy optimization, allow for higher synaptic densities and open up possibilities for other learning systems to be adapted to a memristor-based paradigm, both in the classical and quantum learning realms. In particular, it would be interesting to try to extend these models to the quantum computing paradigm, using a recently proposed quantum memristor (Pfeiffer, Egusquiza, Di Ventra, Sanz, & Solano, 2016), and its implementation in quantum technologies, such as superconducting circuits (Salmilehto, Deppe, Di Ventra, Sanz, & Solano, 2017) or quantum photonics (Sanz, Lamata, & Solano, 2018).
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