Investigating Quantum Speedup for Track Reconstruction: Classical and Quantum Computational Complexity Analysis
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To investigate the fundamental nature of matter and its interactions, particles are accelerated to very high energies and collided inside detectors, producing a multitude of other particles that are scattered in all directions. As the charged particles traverse the detector, they leave signals of their passage. The problem of track reconstruction is to recover the original trajectories from these signals. This represents a very challenging data analysis problem, which will become even more demanding as the luminosity of future accelerators keeps increasing, leading to collision events with a more complex structure. Therefore, there is a pressing need to develop more efficient methods, capable of sieving through the vast amount of data produced by these machines, in order to find the extremely rare events that may contain the clues for new Physics. In light of these challenges, approaches to track reconstruction based on quantum computation have recently been put forward.

In this work, we study track reconstruction from a computational complexity perspective. Namely, we analyse a standard algorithm for tracking, the Combinatorial Track Finder, in the asymptotic limit of infinitely many recorded particles. First, we show that it is possible to improve the classical algorithm in this regime. Then, we show how to use quantum search routines to reach a lower computational complexity. And – although the found quantum speed-up is modest and of limited practical advantage in finite scenarios – to the best of our knowledge this constitutes the first theoretical proof of a quantum advantage for a state-of-the-art track reconstruction method, which we hope can further inspire classical and quantum improvements to High-Energy Physics computational challenges.
1 Introduction

Most of our understanding about the fundamental interactions and the sub-nuclear structure of matter comes from exploring the results of colliding highly energetic particles (moving close to the speed of light) in accelerator machines. These collisions produce a myriad of secondary particles, which must be detected and their trajectories subsequently reconstructed using especially designed computer algorithms. The search for new Physics beyond the Standard Model requires being able to detect and process extremely rare events among vast amounts of data. Experimental High-Energy Physics (HEP), especially the Large Hadron Collider (LHC) programme at CERN, is for this reason one of the most demanding activities in the world in terms of computing resources [1]. This demand will grow dramatically after 2026 with the upcoming High-Luminosity phase of the LHC [2], and even more in future machines, such as the Future Circular Collider [3]. Indeed, the next generation of particle accelerators promises an increase in beam luminosity, which amounts to more produced particles and more complex collision events. With this, processing the raw data obtained in the particle detectors into useful information that can be analysed by high-energy physicists will become such a formidable task that it will likely require completely new technological paradigms. Quantum computing, promising significant speedups or reduced computational and energetic resources for specific problems, may play a key role in overcoming these challenges.

In recent years, quantum algorithms have been proposed for specific tasks in HEP data processing and analysis. In this paper, we address the problem of track reconstruction. Previous work in this direction includes solutions based on quantum annealing [4–6] and on quantum machine learning [7–11]. We note that event selection, another crucial task in HEP data processing, has also been approached using techniques from quantum annealing [12], quantum machine learning [13–16], and quantum search [17]. Complementary to this effort, [18] discusses quantum methods for the simulation of HEP events.

These promising proposals were typically conceived already with a quantum framework in mind, and were tested with very small problem instances due to the present quantum hardware limitations. Therefore, it remained an open question whether one could prove a quantum speedup for a relevant task meeting the high-volume requirements of HEP data processing. A route towards this goal is to consider the computational complexity of standard HEP algorithms and whether quantum computers could be used to improve it. In [19], the classical and quantum computational scaling of a well-known jet clustering algorithm is studied: a quantum algorithm with speedup is found, as well as an alternative classical algorithm that matches the quantum performance, therefore establishing no quantum advantage.

In our work, we analyse the computational complexity of the Combinatorial Track Finder (CTF) algorithm [20], which is the tracking\(^1\) algorithm used by the CMS collaboration at CERN. Our analysis covers the algorithm as it is described in [20]. We note that a new version has recently been published [21], keeping essentially the same structure, with some particular improvements, as we discuss later in this paper. We show that we can reconstruct the same tracks (up to bounded-error probability) with lower quantum complexity by an adequate use of quantum search routines. While we focus on this specific tracking algorithm for concreteness, the underlying structure of the CTF, the combinatorial Kalman filter [22], is shared among several modern track reconstruction programmes [23–25]. Furthermore, the level of abstraction of our analysis facilitates extrapolating our conclusions to other situations.

Let \(n\) be the number of charged particles produced per event record. We find that the computational complexity of the CTF algorithm is \(O(n^6)\) – Theorem 8. We then propose a modification to a stage of the classical algorithm that lowers the overall complexity to \(O(n^4)\) –

\(^1\)We will be using the terms “track reconstruction” and “tracking” indistinguishably.
Theorem 10. We show that we can use the quantum minimum finding algorithm [26] to speed up a subroutine of track reconstruction, reaching a quantum computational scaling of $\tilde{O}(n^{3.5})$ – Theorem 17. These results hold under the worst-case scenario where the number of reconstructed tracks scales as $n^3$. We also show that, depending on the number of initial track candidates formed (known as the track seeds), the quantum advantage may be further improved using quantum search. We also consider the case where we are given the promise that the CTF “extrapolates adequately” to the asymptotic regime, that is, the number of reconstructed tracks is $O(n)$. With this assumption, we show that we can achieve a quantum complexity of $\tilde{O}(n^3)$ using a two-level quantum minimum finding algorithm – Theorem 22.

To the best of our knowledge, this is the first theoretical proof of a quantum speedup for a relevant HEP data processing task. Of course, executing our algorithm would require access to large-scale fault-tolerant quantum computers, as well as QRAM access to the hits’ data. So, we do not expect it to be applicable in the coming years. Moreover, the speedups are probably too modest to guarantee that there will be a practical advantage in using quantum computers to run the CTF algorithm (see, for example, [27]). Nevertheless, the point of our work is not that our specific proposal will necessarily be the best way to perform track reconstruction in the future. Instead, we mean to provide a new perspective on the suitability of the current tracking methods for extremely high-luminosity events, highlighting the steps of the reconstruction that could benefit from quantum processing. Ultimately, we hope that our analysis may motivate the search for more quantum solutions in this area, as we have shown that there is the possibility to improve the classical computational scaling.

1.1 Structure of the Paper

We organize this paper as follows. In Section 2 we summarize some preliminary information that will be useful for understanding the subsequent sections of the paper. We start by providing a qualitative overview of the problem of track reconstruction (Section 2.1), following with a brief description of the computational models underlying our analysis (Section 2.2). In Section 3 we introduce our model of tracking and describe the CTF algorithm (Sections 3.1-3.4). The classical complexity of the CTF is stated in Section 3.5. Then, we propose a classical modification to the CTF algorithm in Section 4. It is in Section 5 that we introduce quantum algorithms for track reconstruction. We start by describing how to perform seed generation with quantum search in Section 5.1. In Section 5.2 we show how a routine based on quantum minimum finding permits reaching a lower complexity than the classical CTF even in the worst-case scenario. Finally, in Section 5.3 we propose a two-level quantum minimum finding algorithm that solves tracking with an improved scaling depending on the total number of reconstructed tracks. Before concluding (Section 7), we devote Section 6 to discussing the assumptions of our analysis.

2 Preliminaries

2.1 Overview of Track Reconstruction

In particle physics experiments, particles are accelerated to very high energies and collide in bunches inside tracking detectors. In these collisions, new particles are created and scattered in all directions. As charged particles cross the detector’s multiple layers, they leave signals of their passage, which are converted into three-dimensional points called hits. The collection of hits that was left by such a particle is called that particle’s track. The event record of an experiment consists of the totality of signals from all particles of an interaction (or possibly several interactions) after one full readout of the detector. The goal of tracking is to reconstruct
The input to tracking is a set of hits (red circles) corresponding to detections of the particles’ passage. We recover the original trajectories (dotted black lines) by grouping hits that belong to the same particle. Figure 1: Illustration of track reconstruction. Transverse view of a tracking detector with cylindrical layers (dashed grey lines).

the particles’ tracks from the event record. See Figure 1 for an illustration. We can use dynamical models for the particles’ trajectories to discriminate which hits belong to the same particle track. However, given that in real experiments an event can contain several thousand hits, most of the combination of hits (candidate tracks) will not correspond to an actual particle. So, we need efficient algorithms to reconstruct the tracks in useful time.

Different approaches in local and global methods of tracking have been applied in experimental particle physics [28], each with its strengths and shortcomings. The quantum proposals so far [4–10] are based on global methods, treating all hit information in an equal and unbiased way. In contrast, here we consider the reconstruction algorithm used at the CMS experiment, known as the Combinatorial Track Finder (CTF) [20], which belongs to the category of local methods. Like all algorithms of this type, it involves three main ingredients. First, it requires a method to generate track seeds, which consist of rudimentary initial track candidates formed by just a minimal set of hits. Then, it relies on a parametric track model, which assigns to a track a set of trajectory parameters and provides a method of extrapolation along the trajectory. Finally, a quality criterion distinguishes good track candidates from the fake ones, discarding the latter from the solution. In Figures 2 and 3 we sketch the CTF algorithm. In Section 3, we explain it in detail and study its computational complexity.

2.2 Computational Model

The running time of the CTF algorithm is the result of different factors. Naturally, the larger the number of recorded particles the more demanding track reconstruction becomes. At the LHC, sophisticated computational architectures are employed to optimize the running time. Furthermore, the parameters of the tracking software are carefully adjusted to achieve in useful time a track reconstruction with the desired accuracy, under some assumptions on the observed events.

In this work, we offer a different perspective on tracking, focusing on the computational complexity of the problem. In other words, we are interested in understanding how it fundamentally
(a) Seed Generation. In the CTF algorithm we start by forming seeds, that is, triplets of hits from the three inner layers. We highlight in green a possible seed.

(b) Track Finding. The trajectory defined by the seed highlighted in panel 2a is continued until it meets the next layer. If we find more than one hit close to the predicted trajectory, we may form new tracks that are then continued independently. This procedure is repeated until we reach the end of the detector – the track is accepted to the next stage – or we find too many layers without a close hit – the track is dropped.

Figure 2: The first two stages of the Combinatorial Track Finder (CFT) algorithm: seed generation and track finding. The charged particles resulting from a collision travel from left to right, their hits (red dots) behind recorded as they cross the detector layers (dotted grey lines, the leftmost ones corresponding to the inner layers).
(a) Candidate Tracks. Suppose that the track finding stage outputs these tracks. Different colours correspond to different tracks (hits in more than one track have mixed colours).

(b) Track Cleaning. The candidate tracks are submitted to a cleaning stage. If two tracks share too many hits, one of them gets discarded. This is what happens to the pink track in panel 3a.

(c) Track selection. A final selection stage based on the quality of fit of the trajectories to the hits permits eliminating some fake tracks (like the orange one in panels 3a and 3b). This final panel represents the output of the track reconstruction.

Figure 3: The following stages of the Combinatorial Track Finder algorithm (continued from Figure 2): track cleaning and track selection.
scales with input size. As is common in the theoretical analysis of algorithms, we will concern ourselves with the asymptotic limit of arbitrarily large number of particles. We adopt the standard “big O” notation for asymptotic upper bounds. For two functions $f$ and $g$ from $\mathbb{N}$ to $\mathbb{R}$ we say that $f = O(g)$ if $\exists c, n_0 > 0 : \forall n, (n > n_0 \implies f(n) < c \cdot g(n))$. We write $f = \Omega(g)$ if $g = O(f)$. We say that $f = \Theta(g)$ if $f = O(g)$ and $g = O(f)$. By “constant time”, we mean $O(1)$.

For the analysis of the classical algorithms, we assume that we can access the coordinates of a given hit in constant time. Moreover, simple arithmetic operations on the hit’s coordinates are counted as taking $O(1)$ time. In the context of the quantum algorithms we work in the circuit model, measuring time as the number of quantum gates used. We further assume access to a QRAM that is able to load classical data in coherent superposition in logarithmic time in the number of memory cells [29, 30]. These choices represent the distinct standard practices in classical/quantum algorithm analysis. To attenuate the differences in the computational models, we present the results in $\tilde{O}$ notation, that is, omitting the poly-logarithmic dependencies in the complexities (for example, we say that $\sqrt{n} \log^3 n = \tilde{O}(\sqrt{n})$).

Another difference between the classical and quantum scenarios is that all the presented classical algorithms are deterministic, meaning that for a given input they will always output the same answer. On the other hand, our quantum algorithms are probabilistic. That is, for a given input, they output the correct answer with probability at least $1 - \epsilon$, where $\epsilon$ is some positive constant.

3 The Combinatorial Track Finder

We present a simplified model of tracking. In what follows, we will omit several details that are crucial in practice, but that do not significantly influence the complexity analysis. In Section 6, we discuss some of our assumptions and the validity of our model.

Assumptions about the particles’ trajectories. Let $n$ denote the number of charged particles present in the event record. Their trajectories originate from a fixed interaction region, but we do not assume that they come from a single collision spot. The detector is immersed in a quasi-uniform co-axial magnetic field, so we expect the particles to follow helical trajectories aligned with the field’s direction. These trajectories can be described by five parameters [31]. Let $P \subset \mathbb{R}^5$ be the five-dimensional cuboid corresponding to the trajectories’ parameter space. Each experiment that produces a sequence of particle trajectories is governed by a physical process that implicitly selects these parameters for each trajectory; in the forthcoming, we call this procedure an event. We model this formally as a random variable $\pi: \Omega \to P$ that selects a parameter with respect to a probability space $(\Omega, F, P)$ that accounts for various physical parameters, such as noise, etc.. We make the mild assumption that $\pi$ follows a probability distribution $p_\pi$ on $P$ that is strictly positive. With our model, an event is generated by drawing $n$ random samples $\pi_1, \ldots, \pi_n$, each following $p_\pi$ (that is, we treat them as i.i.d. random variables).

Assumptions about the detector’s layers. The detector has a fixed geometry with a discrete set of sensor layers. We consider that the detector has $L$ cylindrical layers aligned with the beam line. The layers are indexed from $0$ to $L - 1$ (the most inner layers having the smallest indices). We assume that each particle traverses every layer and that they never return to a previously visited layer. We assume the layers to be continuous two-dimensional surfaces $C_l$, $l \in \{0, \ldots, L - 1\}$.
Assumptions about the hits' data. As a particle traverses a layer, it leaves a complex signal resulting from the interaction with the sensor’s pixels. We treat these signals simply as three-dimensional points, called hits. We assume that the granularity of the sensors is high enough such that each detected hit can be differentiated from other hits. Since each trajectory leaves a unique hit on each layer, formally we have a continuous map $H_l : \mathcal{P} \to \mathcal{C}_l$, relating each trajectory to its point of intersection with layer $l$. At every layer, we identify the hits by labels from $\{0, \ldots, n - 1\}$. We use the notation $m_{l,j}$ for the coordinates of the $j$th hit in layer $l$. It is possible that some hits are not measured at all due to sensor inefficiencies. That is, we do not necessarily have a hit $m_{l,j}$ for every pair $(l,j)$. This means that we may not be able to tell the exact value of $n$ directly from the event record, as it is possible that there is no layer registering all particles. In that case, we would be indexing the hits with labels from $\{0, \ldots, n^* - 1\}$, where $n^*$ is the largest number of hits measured in any layer. We consider that $n^* = n$ for simplicity, but every result in this paper would hold the same as long as $n^* = \Theta(n)$.

Under these assumptions, we expect the number of measured hits per layer to grow proportionally to $n$. Moreover, we can establish the following useful lemma:

Lemma 1. For almost all events, given any fixed, open (non-empty) subset of any detector layer, the number of hits in that subset grows as $\Theta(n)$.

Proof. The trajectories are determined by the parameters in $\mathcal{P}$. If $S \subset \mathcal{C}_l$ is open and non-empty, then $U_S := H_l^{-1}(S) \in \mathcal{P}$ is open and non-empty and by assumption, the probability that a trajectory has parameters in $U_S$ is $p_S := p_\pi(U_S) > 0$. If $\pi_1, \ldots, \pi_n$ are $n$ random samples of parameters drawn without replacement and following $p_\pi$, then the strong law of large numbers implies that almost surely, the number of parameters sampled from $U_S$ grows as $\Theta(n)$. Applying $H_l$ to this gives the growth of the number of hits in $S$. 

For our complexity analysis we only consider the dependence on the variable $n$. Evidently, the data in the event record also depends on quantities like the number of layers of the detector, the granularity of the sensors, or the efficiency of the detectors. But these are fixed from the experimental hardware and do not vary from event to event. On the other hand, we expect the average $n$ to grow as we increase the beam’s instantaneous luminosity. Thus, we believe $n$ to be an appropriate measure of the size of the input to the tracking problem. This simplification, relying on some level of abstraction from the actual experiment, allows us to draw some conclusions on the computational complexity of tracking, in particular on the complexity of the CTF algorithm.

We separate the analysis of the CTF algorithm into four stages\footnote{For the readers familiar with [20], we warn that our division of the CTF algorithm into four stages is not the same as in the original paper. We proceed this way for convenience of the complexity analysis.}: seed generation (Section 3.1), track finding (Section 3.2), track cleaning (Section 3.3), and track selection (Section 3.4). These stages are executed sequentially, as each depends on the output of the previous one. Thus, each of them contributes additively to the overall complexity.

### 3.1 Seed Generation

The purpose of this stage is to provide initial track candidates, formed by three hits, and their trajectory parameters. The CTF algorithm generates seeds by choosing triplets of hits from the three most inner layers – see Algorithm 1 for a pseudocode representation. Recall that we are trying to fit the tracks into helices aligned with the detector axis. So, we cannot fix the five parameters defining such helices with fewer than three points. Rigorously, in general three points determine a countable family of such helices. If we assume that the trajectories do not realize
a full turn” between these points, this degeneracy is broken. However, then we do not have the guarantee that there is an helix passing exactly through the three points. In practice, as there are experimental uncertainties about the hits’ positions, this is not a concern.

**Algorithm 1: Seed Generation**

```plaintext
input : event record
output: seeds

1 foreach hit \( m_{0,j} \) in layer 0 do
2     foreach hit \( m_{1,j} \) in layer 1 do
3         foreach hit \( m_{2,j} \) in layer 2 do
4             seed ← \( (m_{0,j0}, m_{1,j1}, m_{2,j2}) \);
5             if seed is good then
6                 add seed to output;
```

Because there are \( O(n) \) hits per layer, we immediately see that:

**Theorem 2.** Seed Generation (Algorithm 1) has complexity \( O(n^3) \).

To limit the number of formed seeds, we require them to satisfy certain restrictions. Namely, we require a minimum transverse momentum (which is proportional to the radius of the projected trajectory onto the transversal plane) and maximum transverse and longitudinal distances of the point of closest approach to the presumed beam-spot. Nevertheless, these constraints do not change the complexity. Indeed, each pair of hits in the first two layers determines an area in the third layer where an acceptable seed with these hits could be found – see Figure 4. According to Lemma 1, in the worst-case scenario for any fixed area in a sensor we may have \( \Theta(n) \) hits. So, we have to admit that we may form \( O(n^2 \cdot n) \) seeds. In summary,

**Lemma 3.** In the worst-case scenario there are \( \Omega(n^3) \) good seeds (that is, Algorithm 1 is optimal for seed generation).

### 3.2 Track Finding

The track finding stage extrapolates the seeds’ trajectories along the expected path of the particle and builds track candidates by adding compatible hits from successive detector layers, updating the parameters at each layer (see Figure 2b). More precisely, the track finding strategy is based on the combinatorial Kalman filter [22], which is an adaptation of the Kalman filter [32] for tracking problems. We now describe this method.

Say that a trajectory at layer \( l - 1 \) is described by a five vector \( p_{l-1} \). The propagated state vector \( p_l \) at next layer is modelled by the system equation

\[
p_l = F_l p_{l-1} + w_l. \tag{1}
\]

\( F_l \), known as the process matrix, describes the propagation of a charged particle in a uniform magnetic field from layer \( l - 1 \) to \( l \). \( w_l \) is a random variable called process noise. A measurement \( m_l \) at layer \( l \) is given by

\[
m_l = H_l p_{l-1} + e_l, \tag{2}
\]

where \( H_l \) is the measurement matrix and \( e_l \) is the measurement noise. We assume that we know the covariance matrices for the process and measurement noises. Note that, in general, we could
Figure 4: Seed Generation. The dotted grey lines represent the first three detector layers (transversal view). The yellow region around the beam axis (the black dot) is the region where we admit the collisions may occur. In this illustration, we are forming a seed with the two hits from the inner layers marked in red. For any hit in the third layer (orange circles) to be included in this seed, it must belong the green region. This is the region where the trajectories that respect the seeding criteria and that pass through the two red hits cross. In blue we draw two trajectories originating from the outer edge of the collision region.

replace equations (1) and (2) by non-linear relations. But the linear model usually suits the purpose of track reconstruction.

Suppose that we have built a track up to layer \( l - 1 \) with the measurements (i.e., hits) \( m_{0,j_0}, m_{1,j_1}, \ldots, m_{l-1,j_{l-1}} \). With this information, we describe our prediction of the trajectory at this layer by a state vector \( p_{l-1} | l - 1 \) and corresponding covariance matrix. Without knowing which hit from layer \( l \) belongs to this track, we predict that the state vector at layer \( l \) is

\[
 p_{l} | l - 1 = F_l p_{l-1} | l - 1 . 
\]  

(3)

We say that the predicted measurement at layer \( l \) is

\[
 m_{l} | l - 1 = H_l p_{l} | l - 1 . 
\]  

(4)

This would be the location of the \( l \)th hit if we had perfect knowledge of the trajectory and there were no process/measurement errors. In reality, we do not expect to find any hit exactly at this predicted measurement. When considering an actual measurement \( m_{l,j} \), we say that the predicted residual is

\[
 r_{l|l-1} (m_{l,j}) = m_{l,j} - m_{l} | l - 1 \]  

(5)

The predicted \( \chi^2 \) value is defined as

\[
 \chi^2_{l|l-1} (m_{l,j}) = r_{l|l-1} (m_{l,j})^T R_{l|l-1}^{-1} r_{l|l-1} (m_{l,j}) , 
\]  

(6)

where \( R_{l|l-1} \) is the covariance matrix of the predicted residual. Intuitively, a high \( \chi^2 \) value tells us that the measurement is unlikely to belong to the track. Then, when evaluating which hit to add to the track, only the ones whose predicted \( \chi^2 \) value is below some fixed threshold \( \chi^2_0 \) pass
to the filtering phase. Suppose that \( m_{l,j} \) satisfies this criterion. Based on this measurement, we update the state vector prediction to

\[
p_{l|l} = p_{l|l-1} + K_{l} r_{l|l-1}(m_{l,j}),
\]

where \( K_{l} \) is the Kalman gain matrix, which is calculated based on the covariance matrices of state vector, the process noise and the measurement noise (see [22] for explicit expression). We say that the filtered residual for this measurement is

\[
r_{l|l}(m_{l,j}) = m_{l,j} - H_{l} p_{l|l}.
\]

The filtered \( \chi^{2} \) value is

\[
\chi^{2}_{l|l}(m_{l,j}) = r_{l|l}^{T}(m_{l,j}) R_{l|l}^{-1} r_{l|l}(m_{l,j}),
\]

\( R_{l|l} \) being the covariance matrix of the filtered residual. One can show that the predicted and filtered \( \chi^{2} \) values are actually identical (see [22]), that is,

\[
\chi^{2}_{l|l-1}(m_l) = \chi^{2}_{l|l}(m_l), \forall m_l \in \mathbb{R}^{3}.
\]

This means that we can determine the filtered \( \chi^{2} \) value without explicitly updating the trajectory. The total \( \chi^{2} \) value of the track at layer \( l \) is the sum of the filtered (or predicted) \( \chi^{2} \) values from all previously visited layers

\[
\chi^{2}_{l}(m_{0,j_0}, \ldots, m_{l,j_l}) = \sum_{i=0}^{l} \chi^{2}_{l|l}(m_{i,j_i}).
\]

In general, we may have several hits passing to the filtering phase. As we are not sure which one truly belongs to the track, we form new candidate tracks each including a different hit. These tracks are then followed independently. Also, to accommodate the possibility of detection inefficiencies the CTF permits adding a “ghost hit” if no suitable hit is found. However, to avoid a rapid increase in the number of tracks, we impose a limit of \( \lambda \) tracks retained at each step (the default in [20] being \( \lambda = 5 \)). If at any point this limit is surpassed, we abandon the worst tracks. To decide this, each track candidate is attributed a quality score \( q_l \) of the form

\[
q_l = l - m_{ghost} - \omega \cdot \chi^{2}_{l},
\]

where \( m_{ghost} \) is the number of ghost hits included in the track and \( \omega \) is some configurable weight (we omitted the dependence on the measurements). At any step we can discard a candidate track if it contains too many ghost hits or the total \( \chi^{2} \) value exceeds a given threshold. Otherwise, the procedure is continued until the end of the detector is reached (that is, we arrive at \( l = L - 1 \)). The quality score (12) at that point is said to be the quality score of the track candidate. The tracks that reach this step are accepted for the next stage of the CTF algorithm. For a summary description of track finding see Algorithm 2.

Before evaluating the complexity of the finding stage, it is important to understand how many candidate hits pass to the filtering phase. The space of points with acceptable predicted \( \chi^{2} \) value (equation (6))

\[
\{ m_l \in \mathbb{R}^{3} : \chi^{2}_{l|l-1}(m_l) < \chi^{2}_{0} \}
\]

is an ellipsoid around the predicted measurement. The intersection of this ellipsoid with the layer’s surface yields a region in that layer whose area is independent of \( n \). By Lemma 1, we may find \( \Theta(n) \) hits in that region. Therefore,
Algorithm 2: Track Finding

input: seeds, generated by Algorithm 1; event record
output: candidate tracks

1 foreach seed do
2     initialize empty list candidate_tracks;
3     estimate initial state vector $p_{2|2}$ and quality factor $q_2$ for seed;
4     add (seed, $p_{2|2}$, $q_2$) to candidate_tracks;
5     foreach layer $l$ from 3 to $L - 1$ do
6         foreach (track, $p_{l-1|l-1}$, $q_{l-1}$) in candidate_tracks do
7             evaluate predicted measurement $m_{l-1}$;
8             foreach hit $m_{l,j}$ in layer $l$ do
9                 if $\chi^2_{l-1}(m_{l,j}) < \chi^2_0$ then
10                    new_track ← track + $m_{l,j}$;
11                    form new candidate track for seed with $m_{l,j}$;
12                    evaluate $p_{l|i}$ and quality factor $q_l$ for new_track;
13                    add (new_track, $p_{l|i}$, $q_l$) to candidate_tracks;
14             end for
15             if there is no hit $m_{l,j}$ in layer $l$ such that $\chi^2_{l-1}(m_{l,j}) < \chi^2_0$ then
16                 new_track ← track + $m_{l-1}$; /* ghost hit */
17                 evaluate $p_{l|i}$ and quality factor $q_l$ for new_track;
18                 add (new_track, $p_{l|i}$, $q_l$) to candidate_tracks;
19             end if
20             remove (track, $p_{l-1|l-1}$, $q_{l-1}$) from candidate_tracks;
21         end foreach
22         select the best $\lambda$ tracks of candidate_tracks; /* sorting by $q_l$ */
23     end foreach
24     add elements of candidate_tracks to output;
Lemma 4. The filtering step takes $O(n)$ time.

Starting from a single seed, we only propagate up to $\lambda = O(1)$ tracks from layer to layer. For each of these, the analytical continuation of the trajectory from one layer to another (equations (3) and (4)) is performed in $O(1)$ time. As we have seen with Lemma 4, performing filtering requires $O(n)$ time per track candidate. Finally, in $O(n)$ time we can determine the $\lambda$ tracks with best quality score (12) that are propagated to the next layer. The number of layers $L$ is $O(1)$. Thus, we arrive at

Theorem 5. Track Finding (Algorithm 2) has complexity $O(k_{\text{seed}} \cdot n)$, where $k_{\text{seed}}$ is the number of seeds that were formed in seed generation stage.

3.3 Track Cleaning

With the method described so far we may find multiple tracks corresponding to the same particle, either starting from different seeds, or when a given seed develops into more than one track. To avoid this, the cleaning stage calculates the fraction of shared hits between all pairs of track candidates

$$\frac{N_{\text{hits shared}}}{\min(N_{\text{hits}}^1, N_{\text{hits}}^2)},$$

where $N_{\text{hits}}^1$ ($N_{\text{hits}}^2$) is the number of hits used in forming the first (second) track and $N_{\text{hits shared}}$ is the number shared hits between the two tracks. If for any pair this fraction exceeds a fixed threshold value, the worst track (i.e., the one with lowest quality score) gets discarded. This is represented in Algorithm 3.

Algorithm 3: Track Cleaning

```
input : candidate tracks, generated by Algorithm 2
output: cleaned candidate tracks
1 foreach track$_1$ in candidate tracks do
2   foreach track$_2$ (different from track$_1$) in candidate tracks do
3     if track$_1$ and track$_2$ share more than allowed fraction of hits then
4       remove the one with lowest quality score from the set of candidate tracks;
5 output remaining candidate tracks;
```

We see that

Theorem 6. Track Cleaning (Algorithm 3) has complexity $O(k_{\text{find}}^2)$, where $k_{\text{find}}$ is the number of track candidates that were formed in the track finding stage.

3.4 Track Selection

For each candidate track, the track finding stage has yielded a collection of hits and an estimate of the track parameters. However, the full information about the trajectory is only available at the final hit of the track (when all hits are known). To avoid biases and obtain a more precise fit, the trajectories are refitted using a Kalman smoother. Finally, the CTF outputs the tracks whose quality score (updated after the smoothing step) is above some configurable threshold. We summarize this stage in Algorithm 4.
Algorithm 4: Track Selection

1. **Input**: candidate tracks, cleaned by Algorithm 3
2. **Output**: final reconstructed tracks
3. **foreach** track in candidate tracks **do**
   1. refit the trajectory of track applying Kalman smoother;
   2. calculate new quality score of track;
   3. **if** quality score of track < threshold **then**
      1. remove track from the set of candidate tracks;
4. **output** remaining candidate tracks;

We do not describe the Kalman smoother method in detail here, since for the purposes of our complexity analysis it is enough to know is that each candidate track is processed independently of all the others (for more information see the original reference [20]). Then, we have

**Theorem 7.** Track Selection (Algorithm 4) has complexity $O(k_{\text{clean}})$, where $k_{\text{clean}}$ is the number of tracks that passed the cleaning stage.

### 3.5 Complexity of the CTF Algorithm

Combining the four stages, we find that the full CTF algorithm has complexity

$$O(n^3 + k_{\text{seed}}n + k_{\text{find}}^2 + k_{\text{clean}}),$$

recalling that $n$ denotes the number of tracks in the event record and $k_{\text{seed}}$, $k_{\text{find}}$, and $k_{\text{clean}}$ are the number of tracks that passed the seeding, finding and cleaning stages, respectively.

As we have seen in Section 3.1, it is consistent with our model that in the worst-case scenario the number of seeds $k_{\text{seed}}$ that we generate scales like $n^3$. Similarly, we cannot exclude the case where $k_{\text{find}} = \Theta(n^3)$. If the allowed fraction of shared hit is large enough, the cleaning stage may not eliminate any track at all. So, $k_{\text{clean}}$ may also scale like $n^3$. Taking all this into account, we conclude that

**Theorem 8.** The CTF (the sequence of Algorithms 1, 2, 3, and 4) has complexity

$$O(n^3 + k_{\text{seed}}n + k_{\text{find}}^2) = O(n^6).$$

### 4 A Classical Improvement for Track Cleaning

The track cleaning algorithm presented in Section 3.3 compares every pair of tracks coming from the finding stage. This approach does not take into account any structure of the tracks. Indeed, it would work the same if instead of calculating the fraction of shared hits we were calling a black box that outputted “clean/not clean” when given two tracks. We now present a different way to do track cleaning that takes better advantage of the structure of the problem.

We begin by describing the case where all the candidate tracks have $L$ hits, that is, each candidate track contains exactly one hit per layer. Then, each candidate track can be uniquely identified with a vector in $\{0, \ldots, n-1\}^L$. As an example, if $L = 4$ and a given track $t$ contains the zeroth hit from the first layer, the second hit from the second layer, the fourth hit from the third layer, and the fourth hit from the fourth layer, its corresponding track vector is $(0, 2, 4, 4)$. With $f$ being the maximum allowed fraction of shared hits, define $r = \lceil fL \rceil$. We say a vector
Figure 5: Track Cleaning with $r$-tuples tree. For this example, the first three elements of the sorted list of track vectors are $t_1 = (0, 1, 2, 1)$, $t_2 = (2, 0, 3, 0)$, and $t_3 = (0, 1, 3, 3)$. Suppose we want to exclude tracks that share two or more hits. We have built a red-black tree with the 2-tuples of $t_1$ and $t_2$ (blue and green circles, respectively). The line of the circles is red or black according to the colour of the corresponding node (see [33] for construction of red-black trees). In this illustration, we are searching for 2-tuples of $t_3$ in the tree. We see that 2-tuple $(0, 1, \_ , \_)$ is already present in the tree — the path with orange leads to a node with that 2-tuple. So, $t_3$ is not going to be included in the output.

A track of length $L$ is an $r$-tuple of a track if it is equal to the track vector at $r$ entries and contains the symbol “\_” at the others. For example, $(0, 2, \_ , \_)$ and $(0, \_ , 4, \_)$ are 2-tuples of the track $t$ mentioned above. Note that there are $\binom{L}{r} = O(1)$ such $r$-tuples. Two tracks exceed the allowed fraction of shared hits if and only if they have (at least) $r$ hits in common, that is, if they have a matching $r$-tuple.

The algorithm starts by sorting the candidate tracks by quality score. This way, if we need to discard one of two tracks we choose the one that is further down the list. We then iterate over the sorted tracks. Evidently, the first track $t_1$ is going to be included in the output. We create a self-balancing binary search tree $T$ (like a red-black tree — see, for example, [33]) containing all of the $r$-tuples of $t_1$ (with some induced order on the $r$-tuples). We then move to the second track in the list $t_2$. For every $r$-tuple of $t_2$, we search for a match in the tree $T$. If we do not find any, we insert all of $t_2$’s $r$-tuples into $T$ and we add $t_2$ to the output. Otherwise, $t_2$ is not included in the output and we leave the tree unchanged. We repeat this procedure for the remaining tracks. In the end, the output contains all the desired tracks. See Figure 5 for an illustration of the algorithm.

With each accepted track only $\binom{L}{r} = O(1)$ elements are inserted in $T$. Since $k_{\text{find}}$ candidate tracks reach the cleaning stage, the size of the tree never exceeds $O(k_{\text{find}})$. So, we guarantee $O(\log k_{\text{find}})$ complexity for the search and insertion tasks. This means that we only spend $O(\log k_{\text{find}})$ time per candidate track. Overall, our cleaning algorithm has complexity $O(k_{\text{find}} \log k_{\text{find}})$.

To generalize this to the case of varied number of hits per track, note that we can only find up to $L = O(1)$ different track sizes. Let $R = \lceil fL \rceil$. We initialize $R^2$ empty balanced binary
search trees $T_{i,j}$ for $i,j \in \{1,2,\ldots,R\}$. The first track $t_1$ is immediately included in the output. Say it has $L_1$ hits and let $r_1 = \lceil fL_1 \rceil$. We insert all of the $r$-tuples of $t_1$ for $r \leq r_1$ into $T_{r,r_1}$. Let the second track $t_2$ have size $L_2$ and $r_2 = \lceil fm_2 \rceil$. There are two cases to consider when two tracks share more than $\min(r_1,r_2)$ hits:

(a) $r_1 \leq r_2$: the overlapping tuples are represented in $T_{r_1,r_1}$. Searching all trees $T_{r,r}$ for $r \leq r_2$ will reveal the overlap.

(b) $r_1 > r_2$: the overlapping tuples are represented in $T_{r_2,r_1}$. Searching all trees $T_{r_2,r}$ for $r > r_2$ will reveal the overlap.

If we do not find any match, we insert all of the $r$-tuples of $t_2$ for $r \leq r_2$ into $T_{r_2,r}$ and add $t_2$ to the output. Repeating this for all tracks will guarantee that there are no two tracks $t_i$ and $t_j$ in the output sharing more than $\min(r_i,r_j)$ hits. We write down our improved version of track cleaning in Algorithm 5.

**Algorithm 5: Improved Track Cleaning**

```plaintext
input : candidate tracks, generated by Algorithm 2
output: cleaned candidate tracks
1 sort candidate tracks by quality score;
2 set $R = \lceil fL \rceil$;
3 initialize empty trees $T_{i,j}$ for $i,j \in \{1,\ldots,R\}$;
4 foreach track in candidate track do
5     set $r = \lceil fL \rceil$, where $L$ is number of hits of track;
6     for $r'$ from 1 to $r$ do
7         foreach $r'$-tuple of track do
8             if $r'$-tuple is in $T_{r',r'}$ then
9                 remove track from set of candidate tracks;
10     for $r'$ from $r$ to $R$ do
11         foreach $r$-tuple of track do
12             if $r$-tuple is in $T_{r,r'}$ then
13                 remove track from set of candidate tracks;
14     if track has not been removed then
15         for $r'$ from 1 to $r$ do
16             foreach $r'$-tuple of track do
17                 insert $r'$-tuple into tree $T_{r',r}$;
18 output remaining candidate tracks;
```

Like before, for each accepted candidate track the number of tuples inserted into the corresponding search tree $s$ bounded by $\binom{t}{r} = O(1)$. Therefore, no tree will contain more than $O(k_{\text{find}})$ elements, and the search and insert operations can always be performed in $O(\log k_{\text{find}})$ time. Since there are $R^2 = O(1)$ trees, we spend $O(\log k_{\text{find}})$ per track candidate. We conclude that

**Theorem 9.** Algorithm 5 performs the task of track cleaning (Algorithm 3) in $\tilde{O}(k_{\text{find}})$ time.

Considering this version of track cleaning, the complexity of the CTF becomes dominated by the finding stage. We find that
\textbf{Theorem 10.} The improved CTF (the sequence of Algorithms 1, 2, 5, and 4) has complexity

\[ O(n^3 + nk_{\text{seed}}) = O(n^4). \]  

(17)

5 Quantum Algorithms for Track Reconstruction

5.1 Seed Generation with Quantum Search

We have seen in Section 3.1 that the CTF’s seed generation stage takes \( O(n^3) \) time (Theorem 2). We have also shown that Algorithm 1 is optimal, as in the worst-case scenario we may need to output \( \Theta(n^3) \) seeds (Lemma 3). The complexity of Algorithm 1 is independent of how many seeds are actually formed. In contrast, here we show how quantum computers can reach a lower complexity if \( k_{\text{seed}} \), the number of seeds, is \( O(n^a) \) for \( a < 3 \).

According to the QRAM model, we assume access to a unitary \( Q_{l,j} \) acting as

\[ Q_{l,j} |x\rangle = |l,j\rangle |x\rangle \oplus |m_{l,j}\rangle, \]

(18)

where \( |m_{l,j}\rangle \) is a computational basis quantum state encoding the coordinates of the \( j \)th hit of layer \( l \). We assume that the QRAM access, \( Q \), runs in \( O(\log n) \) time. If the index \( j \) does not correspond to a hit (there may be fewer than \( n \) detections per layer), then \( |m_{l,j}\rangle \) holds a flag indicating so. Given a superposition \( \sum_{l,j} \alpha_{l,j} |l,j\rangle |0\rangle \), applying \( Q \) loads the hits’ data coherently

\[ Q \left( \sum_{l,j} \alpha_{l,j} |l,j\rangle |0\rangle \right) = \sum_{l,j} \alpha_{l,j} |l,j\rangle |m_{l,j}\rangle. \]

(19)

We consider a unitary transformation \( U_{\text{seed}} \) that recognizes if a hit triplet forms a valid seed:

\[ U_{\text{seed}} |m_{0,j_0}, m_{1,j_1}, m_{2,j_2}\rangle = \begin{cases} -|m_{0,j_0}, m_{1,j_1}, m_{2,j_2}\rangle, & \text{if } (m_{0,j_0}, m_{1,j_1}, m_{2,j_2}) \\
+|m_{0,j_0}, m_{1,j_1}, m_{2,j_2}\rangle, & \text{otherwise.} \end{cases} \]

(20)

Since any classical computation can be simulated by a quantum computer [34], this is clearly possible. Moreover, because we can recognize if a hit triplet constitutes a valid seed with a \( O(1) \)-sized circuit, we can also build a quantum circuit for \( U_{\text{seed}} \) using \( O(1) \) gates. Using \( U_{\text{seed}} \) and \( Q \), it is straightforward to form a unitary transformation \( O_{\text{seed}} \) acting on \( \{|0\rangle, |1\rangle\}^{\otimes 3 \log n} \) (possibly along some ancillary qubits) that marks the state \( |j_0, j_1, j_2\rangle \) if the corresponding hit triplet constitutes a good seed:

\[ O_{\text{seed}} |j_0, j_1, j_2\rangle = \begin{cases} -|j_0, j_1, j_2\rangle, & \text{if } (m_{0,j_0}, m_{1,j_1}, m_{2,j_2}) \\
+|j_0, j_1, j_2\rangle, & \text{otherwise.} \end{cases} \]

(21)

If any of the indices \( (0,j_0), (1,j_1) \) or \( (2,j_2) \) does not correspond to a hit, we assume that \( O_{\text{seed}} \) leaves the state \( |j_0, j_1, j_2\rangle \) unchanged. We can run the circuit for \( O_{\text{seed}} \) in \( O(\log(n)) \) time.

We start by preparing all triplets in superposition. For simplicity, we assume that \( n \) is a power of two. Starting from the all-zero state, we can do this by applying \( 3 \log n \) parallel single-qubit Hadamard gates (also known as the Walsh-Hadamard transform, which we denote by \( H \)). Now define \( \theta \) and \( m \) as

\[ \theta = \arcsin \left( \sqrt{\frac{k_{\text{seed}}}{n^3}} \right), \quad m = \left\lfloor \frac{\pi}{4\theta} \right\rfloor, \]

(22)
and let $G$ be the unitary transformation

$$G = H \cdot (2 |0\rangle \langle 0| - I) \cdot H \cdot O_{\text{seed}}.$$  \hfill (23)

From Grover’s algorithm,

**Theorem 11** (Grover’s Search [35, 36]). Let $m$ and $G$ be defined as in (22) and (23), respectively. Then, if we measure the state

$$G^m \cdot \left( \frac{1}{\sqrt{n}} \sum_{j_0,j_1,j_2=0}^{n-1} |j_0,j_1,j_2\rangle \right)$$

in the computational basis we will find a good seed (i.e., a triplet $(j_0,j_1,j_2)$ such that $(m_{0,j_0}, m_{1,j_1}, m_{2,j_2})$ passes the seeding stage) with probability at least $1/2$.

Preparing the state (24) involves calling the operator $G^m = O(\sqrt{n^3/k_{\text{seed}}})$ times, representing a complexity advantage over what we could do classically. Note, however, that applying Grover’s algorithm requires determining $m$, which we cannot do since we do not know a priori what is the value of $k_{\text{seed}}$. For that purpose, we can use the quantum counting algorithm of Brassard, Høyer, and Tapp [37].

**Theorem 12** (Quantum Counting [37]). There is a quantum algorithm (call it $Q\text{Count}(G)$) that outputs $k_{\text{seed}}$ with probability at least $3/4$, using an expected number of $O(\sqrt{n^3k_{\text{seed}}})$ calls to $G$.

Combining these techniques, we propose performing seed generation with Algorithm 6.

**Algorithm 6**: Seed Generation with Quantum Search.

```plaintext
input : event record
output: seeds
1 \(\tilde{k} \leftarrow Q\text{Count}(G)\);
2 set $m$ as in equation (22), with $\tilde{k}$ as an estimate for $k_{\text{seed}}$;
3 while we have not found $\tilde{k}$ good seeds do
4 prepare and measure state (24);
5 if outcome $j_0, j_1, j_2$ corresponds to a good seed then
6 add $(m_{0,j_0}, m_{1,j_1}, m_{2,j_2})$ to output;
```

**Theorem 13.** Algorithm 6 finds all good seeds with probability at least $1/2$, using an expected time $\tilde{O}(\sqrt{n^3 \cdot k_{\text{seed}}})$.

*Proof.* Assume that quantum counting succeeds, that is, we have correctly estimated $\tilde{k} = k_{\text{seed}}$ in step 1 in $\tilde{O}(\sqrt{n^3k_{\text{seed}}})$ time. The probability of sampling a new good seed in step 4 after having already found $k$ of them is (Theorem 11)

$$\frac{1}{2} \frac{k_{\text{seed}} - k}{k_{\text{seed}}}.$$  \hfill (25)

Then, determining the expected time to find all good seeds is equivalent to the coupon collector’s problem. In particular, the probability that we run step 4 more than $10k_{\text{seed}} \log k_{\text{seed}}$ times is less
than $1/4$. That is, with probability at least $3/4$ we spend $\tilde{O}(\sqrt{n^3 \cdot k_{seed}})$ time on loop 3-6. Since quantum counting succeeds with probability at least $3/4$ (Theorem 12), Algorithm 6 outputs all seeds in $\tilde{O}(\sqrt{n^3 \cdot k_{seed}})$ time with probability no less than $1/2$.

If $k_{seed} = O(n^a)$, then we can perform seed generation up to bounded error with complexity

$$\tilde{O}\left(n^{\frac{3a}{2r}}\right).$$

(26)

In the worst-case scenario, this shows no advantage over the classical algorithm (as is expected from Lemma 3). But for any $a < 3$ we reach a lower complexity than the classical seeding (Theorem 1). Considering the overall CTF algorithm (Theorem 10), we find a quantum advantage when $a < 2$. We establish that

**Lemma 14.** The improved CTF algorithm with quantum seed generation (the sequence of Algorithms 6, 2, 5 and 4) has complexity $\tilde{O}(\sqrt{n^3 k_{seed}} + nk_{seed})$. In particular, if $k_{seed} = O(n^a)$ with $a < 2$ this becomes $\tilde{O}(nk_{seed})$, beating the $O(n^3)$ complexity of classical version (the sequence of Algorithms 1, 2, 5 and 4).

### 5.2 Track Finding with a Quantum Minimum Finding

As we have seen, in the worst-case scenario the seeding and selection stages are optimal. With the improved strategy of Section 4 the cleaning stage is also optimal up to a logarithmic factor. So, the track finding stage is the one with most room for speedup in the worst-case scenario. More specifically, we have seen that $O(n)$ hits undergo the filtering step, while only at most $\lambda = O(1)$ of them form new track candidates (see Lemma 4). In this Section, we show how quantum search permits performing filtering with complexity of $\tilde{O}(\sqrt{n})$.

Suppose that we have followed a track up to layer $l - 1$ according to the track finding method described in Section 3.2. In particular, we have evaluated the predicted state vector and corresponding covariance matrix. Based on this information, we can calculate predicted $\chi^2$ value (equation (6)) for any measurement in layer $l$ in $O(1)$ time. Let $O_\chi$ be a unitary transformation that, given the index of a measurement, calculates the predicted $\chi^2$ value of adding that measurement to the track:

$$O_\chi |l, j\rangle |x\rangle = |l, j\rangle |x \oplus \chi^2_{l|l-1}(m_{l,j})\rangle.$$  

(27)

Similarly to the situation in the Section 5.1, we can build a quantum circuit for $O_\chi$ using the classical circuit to compute the predicted $\chi^2$ value and the QRAM operator Q, requiring a total of $O(\log n)$ gates. Using $O_\chi$ we can build a quantum circuit $O_{find}$ that marks a state $|l, j\rangle |y\rangle$ if $\chi^2_{l|l-1}(m_{l,j})$ is smaller than the threshold $y$

$$O_{find} |l, j\rangle |y\rangle = \begin{cases} -|l, j\rangle |y\rangle, & \text{if } \chi^2_{l|l-1}(m_{l,j}) < y \\ +|l, j\rangle |y\rangle, & \text{otherwise}. \end{cases}$$  

(28)

By the quantum minimum finding algorithm of Dürr and Høyer [26], we can find the measurement $m_{l,j}$ that minimizes $\chi^2_{l|l-1}$ with $O(\sqrt{n})$ calls to $O_{find}$ – see Algorithm 7.

**Theorem 15** (Quantum Minimum Finding [36]). If there is a measurement $m_{l,j}$ such that $\chi^2_{l|l-1}(m_{l,j}) < \chi^2_0$, Algorithm 7 finds the measurement that minimizes $\chi^2_{l|l-1}$ with probability at least $1/2$ in $\tilde{O}(\sqrt{n})$ time.
**Algorithm 7: Quantum Minimum Finding.**

```plaintext
Algorithm 7: Quantum Minimum Finding.

input : prediction of track’s state vector at layer \( l - 1 \)

output: \( j \) such that \( m_{l,j} \) that minimizes \( \chi^2_{l|l-1} \)

1 initialize \( j_0 \) ← empty;
2 set \( y \leftarrow \chi^2_0 \);
3 while \( O_{find} \) has been called less than \( 22.5\sqrt{n} \) times do
4 apply quantum exponential searching algorithm of [36] with initial state
\( \left( \frac{1}{\sqrt{n}} \sum_{j=0}^{n} |l, j\rangle \right) \cdot |y\rangle \) and with \( O_{find} \) as oracle;
5 if we find an state \( |l, j\rangle \) such that \( \chi^2_{l|l-1}(m_{l,j}) < y \) then
6 set \( j_0 \leftarrow j \);
7 set \( y \leftarrow \chi^2_{l|l-1}(m_{l,j}) \);
8 if \( j_0 \) is not empty then
9 return \( m_{i,j_0} \)
10 else
11 return “no good measurement”
```

With this result, our strategy for track finding becomes the following. Starting from a single seed, we do track finding by propagating up to \( \lambda \) tracks from layer to layer. For each of these tracks, we apply quantum minimum finding \( \lambda \) times to find the \( \lambda \) measurements with lowest predicted \( \chi^2 \) value (after we have found a minimum of \( \chi^2_{l|l-1} \) we can arbitrarily increase the \( \chi^2 \) value of that measurement to ensure that we do not find it again in the following run of quantum minimum finding). Out of the up to \( \lambda^2 \) resulting track candidates, we select the \( \lambda \) ones with best quality score and continue propagating those. Note that this implies applying quantum minimum finding up to \( L\lambda^2n^3 \) times, which means that the probability of correctly reproducing the result of the classical track finding decreases with \( n \). Fortunately, we can make the probability of success bounded by always repeating the quantum minimum finding routine \( O(\log n) \) times. We propose doing track finding as in Algorithm 8.

**Theorem 16.** Algorithm 8 replicates the output of Track Finding (Algorithm 2) with probability at least \( 1/2 \) in \( \tilde{O}(k_{seed} \cdot \sqrt{n}) \) time.

**Proof.** In Algorithm 8, instead of looping over the candidate measurements at each layer (line 8 in Algorithm 2), we find the best measurements with a quantum minimum finding routine. We stop after having selected \( \lambda \) measurements per candidate track as we know that only up to \( \lambda \) tracks are kept at each layer (per seed). Each run of quantum minimum finding takes \( \tilde{O}(\sqrt{n}) \) time – Theorem 15. So, the result holds as long as we show that the probability of success is bounded by 1/2. The probability that we fail to select the best available measurement in steps 9-10 is upper bounded by

\[
\frac{1}{3L\lambda^2n^3}. \tag{29}
\]

Then, the probability that we do not fail any of the \( L\lambda^2n^3 \) times we run steps 9-10 is lower bounded by

\[
\left( 1 - \frac{1}{3L\lambda^2n^3} \right)^{L\lambda^2n^3} \geq \frac{2}{3}. \tag{30}
\]

\( \Box \)
Algorithm 8: Quantum Track Finding.

**input**: seeds, generated by Algorithm 1; event record

**output**: candidate tracks

1. **foreach** seed do
2.   initialize empty list `candidate_tracks`;
3.   estimate initial state vector $p_{2/2}$ and quality factor $q_2$ for seed;
4.   add $(\text{seed}, p_{2/2}, q_2)$ to `candidate_tracks`;
5. **foreach** layer $l$ from 3 to $L - 1$ do
6.     **foreach** $(\text{track}, p_{l-1/l-1}, q_{l-1})$ in `candidate_tracks` do
7.       evaluate predicted measurement $m_{l/l-1}$;
8.       for $i$ from 1 to $\lambda$ do
9.         run quantum minimum finding (Algorithm 7) $\log(3L\lambda^2 n^3)$ times
10.        (increasing the $\chi^2$ value of already used hits so not to find them again);
11.       from the samples of step 9, select the measurement $m_{l,j}$ with lowest $\chi^2_{l/l-1}$;
12.       if $\chi^2_{l/l-1}(m_{l,j}) < \chi^2_0$ then
13.         new_track ← track + $m_{l,j}$;
14.         form new candidate track for seed with $m_{l,j}$;
15.         evaluate $p_{l/l}$ and quality factor $q_l$ for new_track;
16.         add $(\text{new_track}, p_{l/l}, q_l)$ to `candidate_tracks`;
17.     end if
18.     if no new candidate track was formed then
19.         new_track ← track + $m_{l/l-1}$; /* ghost hit */
20.         evaluate $p_{l/l}$ and quality factor $q_l$ for new_track;
21.         add $(\text{new_track}, p_{l/l}, q_l)$ to `candidate_tracks`;
22.         remove $(\text{track}, p_{l-1/l-1}, q_{l-1})$ from `candidate_tracks`;
23.     end if
24.     select the best $\lambda$ tracks of `candidate_tracks`; /* sorting by $q_l$ */
25. end if
26. add elements of `candidate_tracks` to output;
In the worst-case scenario $k_{\text{seed}}$ scales as $n^3$ (Lemma 3), so Algorithm 8 has complexity $O(n^{3.5})$. Comparing with the classical case (Theorem 10), we see in this scenario a $\sqrt{n}$ quantum advantage is the best we can achieve (again, omitting poly-logarithmic factors). If we combine Algorithm 8 with the quantum seed generation algorithm developed in Section 5.1 (Algorithm 6), we get a more general result that also depends on the number of formed seeds, $k_{\text{seed}}$. Namely, we establish:

**Theorem 17.** The improved CTF algorithm with quantum track finding (the sequence of Algorithms 1, 8, 5 and 4) has complexity

$$\tilde{O}\left(\sqrt{n^3 k_{\text{seed}}} + \sqrt{n k_{\text{seed}}}\right) = \tilde{O}\left(n^{3.5}\right).$$

(31)

This beats the classical version (the sequence of Algorithms 1, 2, 5 and 4).

### 5.3 Reconstructing Tracks in Superposition

We saw in Section 3.5 that the size of the output ($k_{\text{clean}}$) may scale like $n^3$. For a fixed quality threshold in the selection stage, we have no guarantee that we will filter most of the candidates. In this section, we introduce a promise that the CTF only outputs $O(n)$ tracks. Intuitively, this promise means that the CTF can be applied in the asymptotic regime while keeping a constant fraction of fake tracks, i.e., tracks that do not correspond to a real charged particle. Although we do not have a natural way to guarantee this within our model (that is why we formulate it as a promise), we point out that, in practice, particle physicists empirically adjust the parameters of the tracking software according to the luminosity regime to obtain a reasonable fake track rate for most events. We will show how we can exploit this promise to construct a quantum algorithm with $\tilde{O}(n^3)$ complexity.

The promise that only $O(n)$ tracks are to be found among $O(n^3)$ track candidates suggests the use of quantum search, as in Section 5.1. This is complicated for two reasons: (a) track finding (Section 3.2) in CTF forgets information by selecting only some track candidates in each layer, i.e., it is not reversible, while quantum search relies on unitary transformations that are reversible; (b) track cleaning (Sections 3.3 and 4) for each track candidate depends on information about other tracks. To rectify point (a) we apply the principle of deferred measurements [34] to create a sequence of unitary transformations that mimic the CTF algorithm. To rectify point (b) we adapt the improved track cleaning from Section 4.

To construct the unitary transformations used in quantum search, we first slightly adjust the steps in the classical CTF track finding algorithm (Algorithm 2). For a given seed, CTF selects up to $\lambda$ track candidates in each layer to propagate to the next layer. If fewer track candidates have acceptable $\chi^2$ value, fewer than $\lambda$ track candidates are formed. Here we form exactly $\lambda$ new track candidates for every given track candidate. If there is at least one hit with $\chi^2_{l}(m_{l,j}) < \chi^2_{0}$, we use $\lambda$ hits with the lowest $\chi^2$ values to build the new track candidates. If there is no such hit, we use one ghost hit and $\lambda-1$ hits with the lowest $\chi^2$ values. We also build tracks for all triplets in the seeding layer. This would add substantial unnecessary work in the classical case, but does not add complexity if performed in quantum superposition. As in other sections, we can add placeholder hits to ensure that each layer has exactly $n$ hits and all tracks traverse through all $L$ layers. Thus at the end of the track finding phase we have exactly $\lambda^L n^3$ track candidates.

Based on the modified algorithm we construct a family of unitary transformations $U_i$ that perform seeding, track finding, cleaning and selection in superposition with the following effect:

$$U_i |0\rangle = \sqrt{1 - \epsilon} \sum_{j=0}^{u_i-1} |\psi_j\rangle | -q_{L-1,j}\rangle + \sum_{j=k_i}^{\lambda^L n^3-1} |\psi_j\rangle |+\infty\rangle + \sqrt{\epsilon} |\psi_0\rangle |+\infty\rangle.$$  

(32)
Here $|\psi_0\rangle, |\psi_1\rangle, \ldots, |\psi_{k-1}\rangle$ are the computational basis states encoding track candidates that (a) the classical CTF algorithm would output after the track finding stage and (b) do not share too many hits with the $i$ tracks already added to the output (Section 4). $q_{L-1,j}$ is the quality score (12) at the last layer of the track encoded in $|\psi_j\rangle$. We consider $-q_{L-1,j}$ to formulate the task as a minimization problem. The computational basis states $|\psi_{k_0}\rangle, |\psi_{k_1}\rangle, \ldots, |\psi_{k_Ln^2-1}\rangle$ encode some track candidates that do not pass (a) or (b). Note that the tracks that were previously sampled belong to this set of states. “$+\infty$” is a large positive value, so the minimum finding gives answers only in the useful subset of the entangled computational basis states. $|\psi_1\rangle$ is some arbitrary quantum state, and $\epsilon$ is the error probability of $U_{ij}$, i.e., the probability that the measurement of $U_{ij}|0\rangle$ would produce a result other than one of $|\psi_0\rangle, |\psi_1\rangle, \ldots, |\psi_{k_Ln^2-1}\rangle$.

Next we show that such a family of unitary transformations can indeed be constructed. We first consider track finding (Lemma 18) and track cleaning (Lemma 19) sub-procedures. Track finding prepares an equal superposition over the $\lambda^2n^3$ track candidates with an additional arbitrary quantum state (33) representing the error probability of the algorithm. Selection of the $k_{\text{find}}$ track candidates of the original CTF after track finding step is subsumed by the track selection stage (Theorem 20).

**Lemma 18 (Track finding in superposition).** There exists a unitary transformation $U_{\text{find}}$ (33) that performs track finding in $O(\sqrt{n})$ time in superposition.

$$U_{\text{find}}|0\rangle = \sqrt{1-\epsilon} \sum_{j=0}^{\lambda^2n^2-1} |\psi_j\rangle + \sqrt{\epsilon} |\psi_{\epsilon}\rangle$$  \hspace{1cm} (33)

**Proof.** Preparing an equal superposition over all the possible seed triplets, i.e., seeding (implicit in $U_{\text{find}}$), can be done in $O(1)$ time with the Walsh-Hadamard transform. We saw in Section 5.2 that we can perform track finding for one seed in $O(\sqrt{n})$ time with constant probability. However, both quantum minimum finding and its sub-procedure – quantum exponential searching algorithm – use measurements. While we cannot use measurements in our unitary transformations $U_{\text{find}}$, we can apply the principle of deferred measurements [34]. Whenever the algorithm in Section 5.2 performs a measurement, we can instead perform CNOT operations on an ancillary register. When the algorithm conditions a quantum operation on a measurement result, we can perform a controlled operation with the ancillary register as the control. The probability $(1-\epsilon)$ to get the desired result based on measurements during the procedure or by deferring the measurement is the same. We can replicate the randomness in the quantum exponential searching algorithm [36] by conditioning operations on the equal superposition of the allowed values $\{0,1,\ldots,m\}$, where $m$ is an arbitrary integer. By conditioning on the digits of the binary representation of these values, as in quantum counting [37], we can ensure that we only need $O(m)$ such operations and the asymptotic computational complexity of quantum exponential searching algorithm remains unchanged (up to constant factors).

One issue with this approach is that both the number of iterations of the outer loop of the quantum minimum finding (Algorithm 7) and the time complexity of its sub-procedure – quantum exponential searching [36] – may be proportional to $\sqrt{n}$. In the classical algorithm, if the quantum exponential searching takes more time, we can limit the number of iterations of the outer loop to ensure running time $O(\sqrt{n})$. In the quantum circuit we need to account for the worst case number of iterations in the main loop and the worst-case running time in the sub-procedure. This requires more than $O(\sqrt{n})$ gates. However, we can set a hard limit on the number of iterations of the main loop. Since the expected size of the search space decreases by more than a half with each iteration of the outer loop, the expected number of iterations to reach the minimum is less than $\log n + 1$. If we limit the number of iterations of the outer loop
to \( c(\log n + 1) \) for some constant \( c \), then by Markov’s inequality the probability that we have not reached the minimum is less than \( 1/c \). Since it is still upper-bounded by a constant, the rest of the analysis does not change. The limit on the number of iterations also implies a limit on the number of measurements and the required number of ancillary registers to account for the measurements in the quantum procedure.

\[ \text{Lemma 19 (Track cleaning in superposition).} \] There exists a unitary transformation that runs in \( \tilde{O}(1) \) time and marks the track candidates that do not share any \( r \)-tuple of hits with any track already added to the output.

\[ \textit{Proof.} \] We have assumed that all particles traverse all layers, so all tracks are of length \( L \) and are allowed to share up to exactly \( r \) hits for some value of \( r \). As in Section 4, we can generalize it to variable length tracks with a constant factor increase in complexity. Like in the classical case, we can test whether an \( r \)-tuple has already been added to the tree \( T \) with \( O(\log n) \) queries to QRAM storing the values of the nodes of tree \( T \). Thus each track can be associated with a list of \( \binom{L}{r} \) binary values indicating if an \( r \)-tuple has already been added to the output in \( \tilde{O}(1) \) time. Testing whether any of these values is equal to 1 requires \( O(1) \) gates. Hence the total time required to mark the necessary track candidates is \( \tilde{O}(1) \).

\[ \text{Lemma 20. Each unitary transformation } U_i (32) \text{ can be built to run in time } \tilde{O}(\sqrt{n}). \]

\[ \textit{Proof.} \] We already saw that track finding requires \( \tilde{O}(\sqrt{n}) \) time (Lemma 18) and testing, whether a track overlaps with any already added to the output takes \( \tilde{O}(1) \) time (Lemma 19). Procedures necessary for track selection – marking the tracks that pass the track finding stage in CTF, refitting, recalculating the score and comparing to a threshold value – depend on a constant number of fixed-precision numbers, and hence can be done in \( \tilde{O}(1) \) time. So the time complexity of \( U_i \) is dominated by the track finding and is \( \tilde{O}(\sqrt{n}) \).

We will now describe how we can use transformations \( U_i \) with quantum minimum finding to reconstruct the tracks one-by-one (Algorithm 9). We will search for \( \psi_i^* = \arg \min Q_i(\psi) \), where \( Q_i(\psi) \) is the score encoded in the second register of \( U_i |0 \rangle \) (32). The time complexity of the quantum minimum finding [26] remains the same (up to constant factors) if instead of quantum exponential searching [36] we use amplitude amplification (Theorem 21).

\[ \text{Theorem 21 (Amplitude amplification [38]).} \] Let \( A \) be any quantum algorithm that uses no measurements, and let \( a \) denote the initial success probability of \( A \). There exists a quantum algorithm that finds a good solution using an expected number of applications of \( A \) and \( A^{-1} \) which are in \( \Theta(1/\sqrt{a}) \) if \( a > 0 \), and otherwise runs forever.

Let \( a \) be the probability to find \( \psi_i^* \) (or any specific track encoded in \( \{ \psi_0, \psi_1, \ldots, \psi_{k_i-1} \} \)) by measuring \( U_i |0 \rangle \). Then \( a = (1 - \epsilon)/(\lambda^2 n^3) \) and the expected number of calls to \( U_i \) by the quantum minimum finding algorithm for a constant probability of error is

\[ O\left(\sqrt{(\lambda^2 n^3)/(1 - \epsilon)}\right) = O\left(\sqrt{n^3}\right). \quad (34) \]

As in Section 5.2, repeating the quantum minimum finding algorithm \( O(\log n) \) times allows us to reduce the error probability to \( O(1/n) \) so that sampling \( O(n) \) tracks has a constant probability of error. In particular, since one application of the quantum minimum finding algorithm ensures failure probability smaller than \( 1/2 \) and there cannot be more than \( \lambda n^3 \) tracks, the probability to not find the minimum in any of the iterations (if there are any valid tracks remaining) after repeating the algorithm \( \lceil \log 2\lambda n^3 \rceil \) times is below \( 1/2 \).
Once we have found the best track, we can build a self-balancing binary tree $T$ (as in Section 4) to be used in track selection for the next track. More generally – suppose that we have found the $j$ best tracks tracks that the CTF algorithm outputs. Each time we find a new track, we insert it in $T$. This tree never exceeds $O(n)$ size, and so the insertion operation cost is $O(\log n)$. $U_i$ queries $T$ to mark as invalid those tracks that have an overlap with the $i$ tracks already added to output.

Algorithm 9: Track reconstruction in superposition.

\begin{algorithm}
\textbf{input} : event record
\textbf{output}: reconstructed tracks
1. initialize empty self-balancing binary tree $T$;
2. initialize $i \leftarrow 0$;
3. repeat
4. \hspace{1em} for $j$ from 1 to $\lceil \log(2\lambda n^3) \rceil$ do
5. \hspace{2em} track$_j \leftarrow$ output of the quantum minimum finding algorithm minimizing $Q_i(\psi)$ – the score encoded in the second register of $U_i |0\rangle$ (32);
6. \hspace{2em} track $\leftarrow \arg \min_j Q_i(\text{track}_j)$;
7. \hspace{2em} if track passes CTF criteria and none of its $r$-tuples are in $T$ then
8. \hspace{3em} foreach $r$-tuple of track do
9. \hspace{4em} insert $r$-tuple into tree $T$;
10. \hspace{4em} add track to output;
11. \hspace{2em} $i \leftarrow i + 1$;
12. \hspace{1em} else
13. \hspace{2em} stop
\end{algorithm}

Theorem 22. Algorithm 9 reconstructs $O(n)$ tracks in time $\tilde{O}(n^3)$.

\textbf{Proof.} Each iteration of the main loop in Algorithm 9 takes $\tilde{O}(\sqrt{n^3} \max_i T_{U_i})$ time, where $\max_i T_{U_i} = \tilde{O}(\sqrt{n})$ (Lemma 20). There are $O(n)$ iterations to reconstruct $O(n)$ tracks. Thus the total time complexity of Algorithm 9 is

$$\tilde{O}
\left(n\sqrt{n^3}\sqrt{n}\right) = \tilde{O}(n^3).
$$

For the special case where tracks are not allowed to share any hits, the approach described in this section allows the complete removal of the cleaning stage. Once the best track is found, all the points that belong to it can be masked (removed) and the algorithm is run again to find the best track on the remaining points.

6 Discussion About our Assumptions

In our analysis we have simplified some aspects of the CTF algorithm in order to make the description clearer. We now comment on some of the omitted details.

First, we should note that in the CTF the tracks are reconstructed by multiple iterations. That is, the sequence of four stages described in Section 3 (seeding, finding, cleaning, and selection) is called several times for the same event record. The idea of this iterative tracking is
that the initial iterations search for the tracks that are easiest to find (high transverse momentum, and produced near the interaction region). After each iteration, the hits associated to the reconstructed tracks are removed, thereby simplifying the subsequent iterations. As far as our complexity analysis is concerned, the most significant modification from iteration to iteration is the number of hits used to form seeds. The first iteration forms seeds with hit triplets, as we have described in Section 3.1. But in some subsequent iterations seeds are formed by picking just two hits, as we can use the results of the previous iteration to reconstruct the collision vertices, which serve as the “third hit”. For these iterations, assuming that there is a constant number of collision vertices, the complexity of seed generation becomes $O(n^2)$.

Regarding our model for the generation of the trajectories, we assumed that the probability distribution $p_\pi$ on parameter space $P$ was strictly positive. This was not deduced from explicit particle physics calculations, but is a rather lax assumption that includes the seemingly reasonable assumption that no scattering direction is forbidden. We’ve also assumed that an event is generated by drawing $n$ random samples $\pi_1, \ldots, \pi_n$, each following $p_\pi$. Underlying this there is the physical assumption that the trajectories of the charged particles are treated as uncorrelated.

Another of our assumptions was that the layers were continuous surfaces, as this made the description of the algorithm clearer (especially for the track finding stage – Section 3.2). In reality, the layers are formed by overlapping sensor modules. This means that it is possible for a particle to leave more than one detection per layer. To accommodate this possibility, at each layer the CTF selects compatible modules, which are the ones whose boundaries are up to a given distance from the predicted measurement. These modules are divided into module groups in such a way that no two modules in the same group overlap. Only the best measurement from each group is considered to integrate the track candidate. Again, we only allow up to five new track candidates per step. At each iteration there are $O(1)$ module groups, each with $O(n)$ hits, so the claimed complexity remains the same.

Furthermore, we assumed that the detector was a collection of $L = O(1)$ cylindrical layers. In reality, the CMS tracker has a barrel-like shape, with thirteen cylindrical layers aligned with the beam line and fourteen disk layers in the transverse plane. We did not include the detailed geometry of the detector in our discussion in order to simplify the exposition. In fact, our analysis holds for any disposition of layers as long as we assume that each particle only traverses one layer at a time and that their trajectories do not return to a previously visited layer.

We have considered that the hit data is given in the form of three-dimensional points. Actually, as a charged particle traverses a layer, it activates multiple sensor pixels. Then, the signals in neighbouring pixels are grouped together to form three-dimensional clusters. The centroid of each cluster determines a hit’s position. But the cluster shape also carries information. In particular, in some cases it is possible to exclude a hit from a given track based on the incompatibility between the hit’s cluster shape and the track’s trajectory. We may see this as a motivation to think about the case where $k_{\text{seed}} = O(n^a)$ with $a < 3$, as in Section 5.1 – even though the cluster shape information does not provide a mean to find the good seeds faster, it guarantees that we can recognize them.

In summary, we see that several of our simplifying assumptions could be lifted without changing our conclusions. Arguably, the strongest assumption was ignoring the hits’ cluster shape information, as that might be used to exclude $k_{\text{seed}} = O(n^3)$ as a worst-case scenario.

As a final note, we would like to point out that more recent versions of the CTF have been developed [21]. The most important modifications concern the seed generation stage, which now uses quadruplets of hits instead of triplets. The complexity of the other stages should remain as we have described.
Table 1: Summary of the computational complexity of the Combinatorial Track Finder (CTF) algorithm. \( n \) is the number of charged particles present in the event record, \( k_{\text{seed}} \) is the number of seeds generated, \( k_{\text{find}} \) is the number tracks built during the track finding stage, and \( k_{\text{clean}} \) is the number of tracks that pass the cleaning stage. Note that \( k_{\text{seed}} = O(n^3) \), \( k_{\text{find}} = O(k_{\text{seed}}) \), \( k_{\text{clean}} = O(k_{\text{find}}) \). In the General Case column we show the complexity of the algorithms for each of the track reconstruction stages, both the classical and quantum versions. The two rows for the track cleaning stage refer the original version of [20] and to the one that we propose on Section 4. On the quantum side some entries are marked as “–” where we did not propose/expect a quantum algorithm with advantage over the classical one. In the final row we write the complexity of the full CTF algorithm, both in the worst-case (where \( k_{\text{seed}} = O(n^3) \)) and in the particular case where the number of seeds is \( O(n) \). We find a quantum speedup for any value of \( k_{\text{seed}} \). In the final column we write the complexity of our algorithm for track reconstruction under the promise that the total number of reconstructed tracks is \( O(n) \).

<table>
<thead>
<tr>
<th>Stages of CTF</th>
<th>General Case</th>
<th>Promise of ( O(n) )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Classical</td>
<td>Quantum</td>
</tr>
<tr>
<td></td>
<td>Quantum</td>
<td></td>
</tr>
<tr>
<td>Seed Generation</td>
<td>( O(n^3) ) (Theorem 2)</td>
<td>( \tilde{O}(\sqrt{n^3}k_{\text{seed}}) ) (Theorem 13)</td>
</tr>
<tr>
<td>Track Finding</td>
<td>( O(nk_{\text{seed}}) ) (Theorem 5)</td>
<td>( \tilde{O}(\sqrt{n}k_{\text{seed}}) ) (Theorem 16)</td>
</tr>
<tr>
<td>Track Cleaning (original)</td>
<td>( O(k_{\text{find}}^2) ) (Theorem 6)</td>
<td>–</td>
</tr>
<tr>
<td>Track Cleaning (improved)</td>
<td>( \tilde{O}(k_{\text{find}}) ) (Theorem 9)</td>
<td>–</td>
</tr>
<tr>
<td>Track Selection</td>
<td>( O(k_{\text{clean}}) ) (Theorem 7)</td>
<td>–</td>
</tr>
<tr>
<td>Full Algorithm (improved)</td>
<td>( O(n^4) ) (Theorem 10)</td>
<td>( \tilde{O}(n^{3.5}) ) (Theorem 14)</td>
</tr>
<tr>
<td>( k_{\text{seed}} = O(n^3) )</td>
<td>( O(n^3) ) (Theorem 10)</td>
<td>( \tilde{O}(n^3) ) (Theorem 14)</td>
</tr>
</tbody>
</table>
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7 Conclusions

We have analyzed the computational complexity of the state-of-the-art classical tracking algorithm Combinatorial Track Finder (CTF) as a function of the number of charged particles $n$ produced in a given event. In particular, we have analyzed separately the different stages of CTF: seed generation, track finding, track cleaning, and track selection. Furthermore, we have developed quantum algorithms offering a speedup for the seed generation and track finding stages. Our results are summarized in Table 1, and we discuss here our main findings.

On the classical front, we have shown that in the worst-case scenario the CTF algorithm has complexity $O(n^6)$, as stated in Theorem 8. We have then proposed a modification to the track cleaning stage, namely Algorithm 5, that lowers the corresponding complexity to:

$$O(n^3 + nk_{\text{seed}}),$$

(36)

where $k_{\text{seed}}$ is the number of formed track seeds, as stated in Theorem 10. In the worst-case scenario, where $k_{\text{seed}} = O(n^3)$ as indicated in Lemma 3, our modified CTF algorithm scales globally as $O(n^4)$. We have thus found a classical improvement to the current CTF algorithm.

Then, on the quantum front, we have shown that, by combining our proposed quantum search routines (Algorithms 6 and 8), we can reconstruct the same tracks as the classical CTF algorithm up to bounded error probability in time:

$$\tilde{O}\left(\sqrt{n^3 k_{\text{seed}}} + \sqrt{nk_{\text{seed}}}\right),$$

(37)

as stated in Theorem 17. This represents an advantage over the classical complexity for any value of $k_{\text{seed}}$. In particular, in the worst-case scenario, our quantum version of CTF scales globally as $\tilde{O}(n^{3.5})$, offering a speedup, albeit small, with respect to our improved classical version.

Finally, we have shown that under the reasonable assumption that the fraction of fake tracks is kept constant in the asymptotic limit – that is, the number of reconstructed tracks is $O(n)$ – we can replicate the output of the CTF algorithm (Algorithm 9) with quantum complexity:

$$\tilde{O}(n^3),$$

(38)

as stated in Theorem 22.

Overall, our comprehensive computational complexity analysis led us to a classical improvement of the Combinatorial Track Finder algorithm, as well as, to the best of our knowledge, to the first proof of a quantum speedup for a state-of-the-art track reconstruction method. And, even though asymptotic results may be of limited use for practical problems, and quantum hardware may still be far from being able to address big data problems, we hope our original approach to tracking can motivate further investigations on the potential of quantum computation to tackle the increasingly challenging, and potentially intractable classically, High-Energy Physics data analysis problems.
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