Non-Abelian Gauge Fields in Photonic Cavities and Photonic Superfluids
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We show that the TE-TM modes splitting and the structure anisotropy of a semiconductor microcavity combine into a non-Abelian gauge field for exciton-polaritons or cavity photons. The field texture can be tuned simply by rotating the sample and ranges continuously from a Rashba to a monopolar field. In the noninteracting regime, the latter leads to remarkable focusing and conical diffraction effects. In the interacting regime, the spin-orbit coupling induces a breakdown of superfluidity. The spatially homogeneous flows become unstable and dynamically evolve into spin textured states, such as stripes or domain walls.

The creation of synthetic gauge fields has been seriously addressed recently [1–4]. In condensed matter systems, gauge fields due to spin-orbit coupling (SOC) play a central role in the spin-Hall effect [5,6], topological insulators [7,8] and semiconductor-based spintronics [9]. Artificial magnetic fields in atomic Bose-Einstein condensates (BECs) allow the formation of vortices without stirring [1], while an artificial field of the Rashba type leads to the formation of spin domains [2]. In purely photonic systems [10] synthetic gauge fields have been proposed [11,12] and produced [13], forming a basis for topologically protected states of a spin-Hall system. The photonic de Haas–van Alphen effect was shown [14] in the presence of synthetic magnetic fields [15]. Photonic topological insulators have been experimentally demonstrated [16,17].

In confined photonic structures, both photons and mixed particles such as exciton-polaritons experience spin-orbit coupling. It originates from the splitting between TE and TM modes [18,19] and is characterized by a $k^2$ scaling and a double azimuthal dependence. While the TE-TM field leads to several fascinating effects, such as the optical spin-Hall effect [20–22] or the acceleration of magnetic monopole analogs [23,24], it cannot be integrated in the system Hamiltonian as a minimal coupling. In other words, it does not satisfy gauge transformations. The dispersion of the elementary excitations of a polariton BEC in the presence of the TE-TM splitting is anisotropic [25], but the dynamics of the condensate is stable. The physical reason is that the TE-TM field does not break the spatial inversion symmetry, contrary to Rashba or Dresselhaus SOC [26–28]. In atomic condensates with a SOC linear in $k$, the ground state can be plane waves or stripes [29] with or without trapping, while vortices can also appear in the trapped case [30,31]. By contrast, the TE-TM field in polariton BECs allows a homogeneously spin-polarized ground state.

In this Letter, we show how to create an effective gauge field for propagating photons or polariton condensates by combining the TE-TM splitting and an additional splitting between linear polarizations associated with crystallographic axes (constant effective magnetic field [32]). A flowing condensate can be created with a wave vector $k_0$ by adjusting the angle between the laser beam and the cavity (normal) (see Fig. 1). Around a critical velocity $v_c = \frac{\hbar k_0}{m}$, for which the static in-plane field $\Omega$ associated with crystallographic axes [18] and TE-TM fields exactly compensate, the effective field acting on the pseudospin is a non-Abelian gauge field of the Rashba kind. The orientation of the field $\Omega = \Omega (\cos \varphi, \sin \varphi)$ in the $(k_x, k_y)$ plane can be tuned by simply rotating the sample as illustrated in Fig. 1. In the noninteracting photonic regime, this field leads to both focusing and conical diffraction effects [33–36]. In the interacting regime, it makes the homogeneous superfluid flow unstable, in close analogy with atomic condensates with synthetic gauge fields. By investigating the properties of the collective excitations of a condensate polarized along the static field, we show that the gauge field makes the homogeneous superfluid flow unstable (i) against transverse excitations in a limited region below $k_c$ and (ii) against both transverse and perpendicular excitations.

FIG. 1 (color online). Scheme of the experimental configuration necessary to produce a controllable gauge field. The angle between the crystallographic axis (the effective magnetic field $\Omega$) and the horizontal is $\varphi/2$ ($\varphi$). A laser with a vertical inclination $\chi$ making an angle $\theta$ with the horizontal produces a propagating polariton beam with wave vector $k_0 = (\omega_0/c) \sin \chi (\cos \theta, \sin \theta)$, where $\omega_0$ is the laser frequency and $c$ is the light speed.
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longitudinal excitations for wave vectors above \( k_* \), depending on the condensate polarization. These two instability mechanisms trigger the formation of spin stripes and domain walls. Remarkable features occur when the polarization of the condensate is perpendicular to the static field. In such a case, a slowly propagating flow is unstable, whereas the superfluid motion is recovered above a critical velocity: an unexpected breakdown of superfluidity occurs in the subsonic regime.

We consider the motion of a bosonic fluid described by the spinor Gross-Pitaevskii equation

\[
\hbar \frac{\partial \Psi}{\partial t} = \hat{H}_0 \Psi + \alpha_1 \Psi^\dagger \Psi \Psi + \alpha_2 \Psi \sigma \Psi^\dagger \Psi, \tag{1}
\]

where \( \Psi = (\psi_+ , \psi_- )^T \), \( \alpha_1 \) and \( \alpha_2 \) are the intra- and interspin interaction constants, and \( \sigma_\xi \) is the antidiagonal Pauli matrix. The single particle Hamiltonian, valid for both weakly coupled photons and polaritons in the parabolic approximation, is written as

\[
\hat{H}_0 = \begin{bmatrix}
-\frac{\hbar^2 \nabla^2}{2m} & -\frac{\Omega}{2} e^{-i\varphi} + \beta(\partial_x - i\partial_y)^2 \\
-\frac{\Omega}{2} e^{i\varphi} + \beta(\partial_x + i\partial_y)^2 & -\frac{\hbar^2 \nabla^2}{2m}
\end{bmatrix}, \tag{2}
\]

where \( \beta = \hbar^2/(2m_r) \) is the strength of the TE-TM field, \( m_r \) and \( m_t \) represent the longitudinal and transverse polariton masses, \( m_r = m_r m_r/(m_r + m_r) \) and \( m = m_r m_t/(m_r + m_t) \) is the reduced polariton mass. The Hamiltonian (2) describes an ideal polariton BEC, in the limit of a very long lifetime, decoupled from the thermal bath. Diagonalization leads to the following single-particle spectrum

\[
e_\pm = \frac{\hbar^2 k^2}{2m} \pm \sqrt{\beta^2 k^4 - \beta \Omega k^2 \cos(\theta_k - \varphi) + \Omega^2/4}, \tag{3}
\]

where \( k = \sqrt{k_x^2 + k_y^2} \) and \( k = (\cos \theta_k, \sin \theta_k) \). Its features are summarized in Fig. 2 for \( \varphi = 0 \). Fig. 2(a) depicts \( e_\pm \) along \( k_x \) (\( \theta_k = 0 \)), exhibiting the crossing of the two branches at \( k_x = \sqrt{\Omega/2\beta} \), the point at which the TE-TM field and \( \Omega \) exactly compensate. For \( k_x < k_{1c} = \sqrt{\Omega m_r/2\beta m_r} \), the energy is a monotonic function of \( k_x \) [Fig. 2(b)]; on the other hand, for \( k_x > k_{1c} \) the lower branch \( e_-(k_x) \) bends and the parametric process \( k_x \to \pm \kappa_p \), with

\[
\kappa_p = \left\{ \frac{k_0^2}{1 + m/2m_r} - k_0^2 (1 - m/2m_r) \right\}^{1/2}, \tag{4}
\]

conserving both energy and momentum is possible [see Figs. 2(c), and 2(d)], leading to a transverse instability of a superfluid flow. The dispersion is locally linear [Fig. 2(d)] near \( q = 0 \), \( e_\pm - e(k_*) = \hbar^2 q^2/(2m) \pm \sqrt{\beta \Omega q} \), with \( q = k - k_* \), where \( k_* = \pm \sqrt{\Omega/2\beta} \cos \varphi/2, \sin \varphi/2 \) is the compensation wave vector. This dispersion is typical for a spin-orbit coupling of the Rashba type. For particles propagating at a wave vector \( k_0 \), the Hamiltonian can be written as

\[
\hat{H}_0 = \frac{\hbar^2}{2m} (q^2 + \kappa_x \sigma \cdot q + \kappa_y (\sigma \times q) \cdot e_x) - \frac{\delta}{2} \sigma_x, \tag{5}
\]

where \( \kappa_x = 2m\sqrt{\beta \Omega/\hbar^2} \cos \varphi/2, \kappa_y = 2m\sqrt{\beta \Omega/\hbar^2} \sin \varphi/2 \) and \( \delta = 2\beta (k_0^2 - k_{1c}^2) \). In the region \( |k_0 - k_*| \leq k_* - k_{1c} \) [shadowed in Fig. 2(a)], the terms scaling linearly in \( q \) dominate. Contrary to the TE-TM SOC in Eq. (2), Hamiltonian (5) is a true gauge-field, minimally coupled Hamiltonian, where \( \kappa_x \) and \( \kappa_y \) represent the magnitude of the monopolar- and Rashba-field coupling constants. The gauge field texture \( S(\mathbf{k}) \) for the particular case of a horizontal magnetic field \( (\varphi = 0) \) is illustrated in Fig. 2(e) [zoomed in Fig. 2(f)]. A simple rotation of the sample results in more
general field textures, related by the transformation $S'(\mathbf{k}) = R(\varphi) S[R(-\varphi/2) \mathbf{k}]$, where $R(\varphi)$ is the $2 \times 2$ rotation matrix (see also [37]). Hereinafter, we consider the case $\varphi = 0$. To illustrate the effect of gauge field in Eq. (5), we consider photons (polaritons) propagating at the magic wave vector $\mathbf{k}_0 = k_0 \mathbf{e}_x$ or close to it, i.e., $\delta = 0$ (Fig. 3). (i) A Gaussian defect potential $U(r) = U_0 \exp(-r^2/a^2)$ with $a = 10 \mu m$, scatters elastically the flow. Most of the light shows a weak wave vector change of the order of $2\pi/a$. Downstream from the defect, the particles with diagonal polarization are pulled to the left, and those with antidiagonal polarization are pushed to the right given their opposite group velocity projection $v_y$ [see Fig. 2(d) for dispersion and the Supplemental Material [37] for more details]. In fact, the defect focuses the beam, as if light was “bent” by it [see Figs. 3(a) and 3(b)]. This is quite remarkable, since focusing is obtained despite the defect being impenetrable. (ii) Conical diffraction is obtained by exciting the region around $k_x$, with a circularly polarized pulsed Gaussian pump [Figs. 3(c) and 3(d)]. The physical origin of Hamilton’s conical diffraction [33] is a singularity in $k$ space (diabolical point). In the original experiments, it occurred due to polarization splitting (birefringence) [34,35]. But the Dirac points in graphene [36] or the crossing point of a Rashba Hamiltonian [as in Fig. 2(d)] are also examples of diabolical points. (iii) The fourfold spin pattern, associated with the spin-Hall effect (from a linearly polarized Gaussian pump centered at $k = 0$) due to the TE-TM field [20,22], is replaced by a twofold pattern [see Figs. 3(e) and 3(f)] induced by the different symmetry of Eq. (5), when the pump is centered at $k_x$.

Next, we investigate the effect of interparticle interactions. First, in contrast to the atomic BECs with linear in $k$ SOC [29], a homogeneous, linearly polarized polariton condensate at rest remains stable in the presence of the SOC introduced in Eq. (2) for $\Omega > 0$, provided that $m_\parallel < m_\perp$ and $|\alpha_1| > |\alpha_2|$, which is the case in experiments. The particular case $\Omega = 0$ has been investigated in [25]. The situation is dramatically modified if the homogeneous condensate is put in motion in the vicinity of $k_x$. The collective excitations of a polariton BEC propagating with velocity $v_0 = \hbar k_0/m$ can be determined by linearizing (1) with $\Psi = e^{i(k_0 r - \mu t/\hbar)} |\Psi_0 + \sum_q (u_q e^{i(q r - \omega t)} + v_q^e e^{-i(q r - \omega t)})\rangle$. For a linearly polarized condensate, $\Psi_0 = (n_+ n_-)^T = n_0 e^{i\epsilon_0^+} e^{i\epsilon_0^-} e^{i\eta} T$ with polarization angle $\eta$ [37]. A condensate is $X$ ($Y$) polarized for $\eta = 0$ ($\eta = \pi/2$), and the associated pseudospin is $S_0 = n_0 e_x$ ($S_0 = -n_0 e_x$) [38]. The chemical potential includes the interaction and the “magnetic” energy of the condensate

$$\mu = (\alpha_1 + \alpha_2)n_0 - \frac{1}{2} (\Omega - 2\mu k_0^2 \cos 2\theta) \cos 2\eta. \quad (6)$$

We consider a BEC propagating with wave vector $\mathbf{k}_0 = k_0 \mathbf{e}_x$ and velocity $v_0 = \hbar k_0/m$ below the critical Landau velocity. Let us discuss the case of a $X$-polarized BEC first. The spectrum of the elementary excitations contains four anisotropic branches, two with positive and two with negative energies: $\pm e^{L, U}(q)$, where the positive Doppler-shifted lower ($L$) and upper ($U$) branches can be written in the long wavelength limit $q \sim 0$ as

$$\begin{align*}
\epsilon_{x L}^L &= \hbar c_f \left| q_x \right| + \hbar^2 k_0 \frac{q_x^2}{m_f}, \quad \epsilon_{x U}^L = \hbar c_f \sqrt{\frac{k_0^2 - k_x^2}{k_0^2 - k_x^2}} \left| q_x \right| \\
\epsilon_{y L}^L &= \Delta_1 + \hbar^2 q_y^2 \frac{1}{2m_f} + \hbar^2 k_0 \frac{q_y^2}{m_f}, \quad \epsilon_{y U}^L = \left\{ \Delta_1 + \hbar^2 q_y^2 \frac{1}{2m_f} \right\}^{1/2}.
\end{align*} \quad (7)$$

where $x, y$ mark corresponding projections, $c_{xL}^L = [(\alpha_1 + \alpha_2)n/m_{xL}]^{1/2}$ are the two sound speeds, $\Delta_1 = \sqrt{\delta^2 + 2(\alpha_1 - \alpha_2)^2 n}$, $\xi = [\delta + (\alpha_1 - \alpha_2)n]/\Delta_1$, and $\Delta_2$ can be found in Ref. [37]. Equation (7) allows us to understand the onset of both transverse ($T$) and longitudinal ($L$) instabilities, as illustrated in Fig. 4. For $k < k_\perp$, all the branches are real and no instability takes place. The $X$-polarized condensate is therefore stable and superfluid. For $k_\parallel < k < k_\perp$, $c_x^L$ becomes complex, corresponding to the onset of a $T$ instability [$c_x^L$ and $c_y^L$ in Figs. 4(a), and 4(b)]. The most unstable mode appears at $k_\perp$ [parametric process
critical wave vector instability remains. At wave vectors higher than the second instability remains as well [Fig. 4(d), but shifts to \( q_2 \approx \pm \kappa_p / 2 \) for \( \mu > \Omega \). For \( k_0 > k_2 \), \( \delta < 0 \), and \( \Delta \) is imaginary, which implies an instability in the upper branch \( \epsilon_1 \) [Fig. 4(c)], but the \( T \) instability remains as well [Fig. 4(d)], \( T + L \) instability]. Above \( k_0 > k_2 \), \( k_0 \approx 0.93 \kappa_p > k_{12} \), \( T + L \) instability: \( \epsilon_1 \) [panel (c)] and \( \epsilon_2 \) [panel (d)] for \( k_0 = 1.12 \kappa_p \). Stability diagram for \( X \)- [panel (e)] and \( Y \)-polarized [panel (f)] condensates: \( \epsilon_p = \hbar k_p / m \) (black line), \( \epsilon_{12} = \hbar k_{12} / m \) (red and light gray) and \( \epsilon_{13} = \hbar k_{13} / m \) (blue and light gray). The points correspond to the parameters used in panels (a) and (b) and (c) and (d). We have considered \( \alpha_1 = 2.5 \text{ meV} \) and \( \alpha_2 = -0.2 \alpha_1 \), \( \Omega = 0.15 \text{ meV} \) and \( \beta = 0.075 \text{ meV} \mu m^2 \).

FIG. 4 (color online). From (a) to (d): Transverse (\( T \)) and longitudinal (\( L \)) instabilities for a \( X \)-polarized condensate in the subsonic regime: real (solid) and imaginary (dashed) parts. Black (red and gray) lines depicting the lower (upper) branches \( \epsilon_1, \epsilon_2 \) [panel (a)] and \( \epsilon_1, \epsilon_2 \) [panel (b)] for \( k_0 = 0.93 \kappa_p > k_{12} \), \( T + L \) instability: \( \epsilon_1 \) [panel (c)] and \( \epsilon_2 \) [panel (d)] for \( k_0 = 1.12 \kappa_p \). Stability diagram for \( X \)- [panel (e)] and \( Y \)-polarized [panel (f)] condensates: \( \epsilon_1 = \hbar k_{13} / m \) (black line), \( \epsilon_{12} = \hbar k_{12} / m \) (red and light gray) and \( \epsilon_{13} = \hbar k_{13} / m \) (blue and light gray). The points correspond to the parameters used in panels (a) and (b) and (c) and (d). We have considered \( \alpha_1 = 2.5 \text{ meV} \) and \( \alpha_2 = -0.2 \alpha_1 \), \( \Omega = 0.15 \text{ meV} \) and \( \beta = 0.075 \text{ meV} \mu m^2 \).

conserves both energy and momentum; see Figs. 2(c), and 2(d)], but shifts to \( q_2 \approx \pm \kappa_p / 2 \) for \( \mu > \Omega \). For \( k_0 > k_2 \), \( \delta < 0 \), and \( \Delta \) is imaginary, which implies an instability in the upper branch \( \epsilon_1 \) [Fig. 4(c)], but the \( T \) instability remains as well [Fig. 4(d), \( T + L \) instability]. Above \( k_0 > k_2 \), \( k_0 \approx 0.93 \kappa_p > k_{12} \), \( T + L \) instability: \( \epsilon_1 \) [panel (c)] and \( \epsilon_2 \) [panel (d)] for \( k_0 = 1.12 \kappa_p \). Stability diagram for \( X \)- [panel (e)] and \( Y \)-polarized [panel (f)] condensates: \( \epsilon_p = \hbar k_p / m \) (black line), \( \epsilon_{12} = \hbar k_{12} / m \) (red and light gray) and \( \epsilon_{13} = \hbar k_{13} / m \) (blue and light gray). The points correspond to the parameters used in panels (a) and (b) and (c) and (d). We have considered \( \alpha_1 = 2.5 \text{ meV} \) and \( \alpha_2 = -0.2 \alpha_1 \), \( \Omega = 0.15 \text{ meV} \) and \( \beta = 0.075 \text{ meV} \mu m^2 \).

The even more intriguing case of a \( Y \)-polarized BEC is summarized in Fig. 4(f). For low wave vectors, namely, \( k_0 < k_{c1} \), the spin is antialigned with the static field and the system is \( T + L \) unstable. Above \( k_1 \), the imaginary part of the energy vanishes in the \( x \) direction, and only the \( T \) instability remains. At wave vectors higher than the second critical wave vector \( k_{c2} \), the system becomes stable. This counterintuitive result simply means that superfluidity breaks down when the flow velocity is decreased or when particle density is increased.

To confirm the previous results, we performed numerical simulations using Eq. (1). For \( X \)-polarized condensates, we observe the formation of stripes along the transverse direction for \( k_0 > k_{c1} \), illustrating the onset of a \( T \) instability (not shown, see Ref. [37]) and the formation of spin domain walls for \( k_0 > k_s \) through the \( T + L \) instability mechanism [Fig. 5(a)]. For \( Y \)-polarized BEC, the \( T \) instability is observed for \( k_s > k_0 > k_{c2} \) [Fig. 5(b)], while the \( T + L \) is obtained for \( k_0 < k_s \) [37]. At late stages, the instability saturates and the domain wall breaks into pairs of half vortices, the elementary topological defects in spin-anisotropic BECs [39] (see [37] for movie). The \( T \) instability (stripes) develops slower, which can be understood from the polarization of the excitations. A process of the type \( q_2 \rightarrow \pm \kappa_p / 2 \) occurs between an \( X \) and two almost diagonal (\( \sim D \) and \( \sim D \)) states (Fig. 2), for which the difference of polarizations is \( \Delta \eta \approx \pi / 4 \) giving a factor \( \cos^2 (2 \Delta \eta) \ll 1 \) [10,40]. The longitudinal instability develops faster, since the process \( q_2 \rightarrow \pm \kappa_p \) conserves polarization [\( \cos^2 (2 \Delta \eta) = 1 \)]. Our results reveal a curious difference with respect to atomic BECs, where exotic phases are formed in static systems [29–31].

To conclude, we have shown that a non-Abelian effective gauge field appears for a propagating polariton condensate as an interplay of the TE-TM splitting and a constant in-plane field. The configuration we propose can be easily obtained in microcavities where both static and TE-TM fields are present. This gauge field leads to lensing effects, conical diffraction, polarization patterns, and to the instability of superfluid flow accompanied by the formation of spin-textured states.
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